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PREDMLUVA

Vazeni studenti,

predklddané studijni materidly jsou uréeny pravé Vam, posluchacim piedmétu
Statistika I bakalafského oboru Podnikéni a administrativa na Provozné ekonomické fakulté
CZU v Praze. Cilem téchto skript je poskytnout Vam uceleny a piehledny souhrn teorie
pravdépodobnosti a matematické statistiky, které tvofi zaklad pro jakoukoliv efektivni analyzu
dat.

Cely text je koncipovan tak, aby Vas podpofil v procesu studia — pomohl Vam Iépe pochopit
a prohloubit znalosti ziskané na pfednaskach a seminafich a slouzil jako efektivni pomtcka pro
pripravu na zkousku. Je vSak dulezité si uvédomit, Ze pfi své piipravé musite vénovat pozornost
nejen zde uvedenym tématiim, ale soucasné téz intenzivn€ pracovat formou samostudia
z dalSich doporucenych zdroji. Pravé timto komplexnim ptistupem budete rozvijet své
analytické schopnosti pii praci s daty.

Materialy jsou piehledné rozdéleny do tematickych okruhti. V kazdém z nich se nejprve
seznamite se zakladni teorii a nasledné si osvojené principy prohloubite prostiednictvim
feSenych ptikladl. Skripta navic obsahuji i ivod do prace se statistickym softwarem IBM SPSS
Statistics.

Na konci kazdého celku na Vas ¢ekaji ptiklady pro samostatnou préci, které Vam umozni
ov¢fit a upevnit si nabyté dovednosti. Datové matice k feSenym i1 nefeSenym piikladiim jsou
dostupné na platform& Moodle v ramci kurzu, pfipadné je 1ze ziskat e-mailem na adrese
jindrova@pef.czu.cz.

Pfeji Vam mnoho studijnich Gspéchii a radosti z objevovani svéta statistiky.

Andrea Jindrova
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1 UVOD

Historie statistiky saha do nejstarSich d&jin lidstva. Prvnimi velkymi dolozenymi statistickymi
udalostmi ve starovéku bylo s¢itani lidu ve 3. tisicileti pi. n. 1. v Egypté a Cing. Nejstarsi
statistikou je ,,popis statu*, staitovéda, statovédna statistika, v dneSni dobé nazyvana popisna
statistika.

V roce 1562 v tehdy hospodaisky vyspélych Benatkach vyslo jedno z prvnich statovédnych
d¢l Francesca Sansovina ,,0 viade a spravé v ruznych kralovstvich®. Jeho zédkladem byl popis
uzemi statu, utvareni terénu, piirodniho bohatstvi, po¢tu a struktury obyvatelstva, rozvoje
vyrobnich a dalSich odvétvi, armady, organizace spravy, soudil, kol a podobné. V této dobé se
kromé& popisu jen vyjimecné objevovala Ciselnd charakteristika, protoze Cciselna data
o sledovanych jevech vétSinou neexistovala.

S rychlym rozvojem hospodaistvi ke konci obdobi feudalismu zacala statistika ziskavat
stale vice ciselnych udajii. V 18. stoleti pak statistici tato data zacali systematicky tadit do
tabulek a vzajemné¢ je srovnavat.

Statistika je védni obor zabyvajici se zkouméanim jev, které maji hromadny charakter. Jevy,
které¢ mizeme opakované pozorovat, zkouma popisna statistika. V realném svété se vsak
objevuji ijevy, jejichz presny vysledek neni mozno urc¢it. Matematickou interpretaci takovychto
jevu se zabyva matematicka statistika, ktera vychazi ze zakladi teorie pravdépodobnosti.

Teorie pravdépodobnosti je matematicka disciplina, kterd vznikla v poloviné 17. stoleti.
Podnétem pro jeji vznik byly uvahy o hazardnich hrach (hod kostkou, karetni hry). Teorie
pravdépodobnosti se zabyva popisem chovani nahodnych veli¢in na zakladé teoretickych
informaci (a priori) o povaze daného experimentu (nahodného pokusu). Je to védni obor,
jehoz logicka struktura je budovéana axiomaticky. To znamen4, Ze jeji zaklad je tvofen n¢kolika
tvrzenimi (tzv. axiomy), které vyjadiuji zakladni vlastnosti axiomatizované veli¢iny a vSechna
dalsi tvrzeni jsou z nich odvozena deduktivné. Takto vytvofend abstraktni teorie jiZ nemusi
pracovat s kone¢nymi mnozinami prvkl. Obecné plati, ze spravnost axioml je ovéiena
zkuSenosti, kterd se v ramci dané teorie nedokazuje.

Matematicka statistika vychdzi z principu popisné statistiky a po¢tu pravdépodobnosti.
Jedna se o védni obor, ktery zkouma charakter procesti vzniku hromadnych dat, které jsou
vysledkem ndhodného pokusu. Opakovani ndhodného pokusu vede k nahodilosti vysledka
a z toho vyplyva, ze vSechny zaveéry matematické statistiky maji nahodny charakter. Vychazi

z popisu veli¢in (a posteriori) na zakladé méreni ¢i empirického (skute€ného) poznani,



které miiZeme Ciselné zmérit. Z vyse uvedeného vyplyva, Ze matematicka statistika a teorie
pravdépodobnosti jsou tizce propojené, ale maji odlisné zaméteni.

Popisna statistika (deskriptivni statistika) se zabyva elementarnimi metodami popisu stavu
anebo vyvoje hromadnych jevii. Cilem popisné statistiky je popsat chovani hromadnych jevl
a zkoumané poznatky o téchto jevech kvantifikovat. Ciselné charakteristiky jevii mohou byt
statistickych analyz.

Rozvoj informacnich technologii v poloviné 20. stoleti dal moznost vzniknout ,,nové
statistice “. Statistice, kterd je zaloZena na analytickém tisudku a statistické inferenci (indukci),
neboli zobeciiovani tisudki o vlastnostech celku (populace) na zakladé vybéru a dil¢ich Setfeni.
Pocitace umoznily provadét rozsahlé pocetni operace a daly moznost vzniku vypocetné
narocnym statistickym metodam. Dalsi velky posun v této oblasti byl zaznamenam s rozsifenim
programového vybaveni. Statistické programy umoziuji i ,, neznalym matematikiom ** aplikovat

slozité statistické metody na datech jim blizkych.

1.1 Zakladni pojmy

Statistika umoZiiuje rozvijet lidské znalosti na zaklad€ zjiStovéani, zpracovani, analyzy
a prezentace jevi, které jsou vysledkem piisobeni mnoha ndhodnych i nendhodnych vlivi.

Statistiku je mozné chéapat jako konkrétni hodnotu (pfedevsim Ciselnou, ale i slovni), ktera
nam poskytuje informaci o sledovanych jevech (primér, ¢etnost) nebo jako €innost, ktera je
zaloZzena na zjiStovani dat o hromadnych jevech (statistickd evidence, vykazy, roCenky)
a v neposledni fad¢, jako védni disciplinu, kterd zkouma zakonitosti chovani nahodnych jevi
a slouzi k hlubsi analyze chovani téchto jevi (tfidéni, analyza dat, prezentace zaveérn).

Jev je vysledkem experimentu, pozorovani ¢i jiné ¢innosti. Ciselné &i slovné popsany jev
vSak neni dostatecnym zdrojem informaci k vysloveni zavéru. Ve statistice pracujeme
predevsim s jevy, které se vyskytuji za urcitych podminek opakované — tzv. hromadnymi jevy.

Hromadné jevy muzeme definovat v souboru véci, osob, udalosti ve form¢ kvantitativni
(¢iselné) anebo formée kvalitativni (slovni), kterou je mozné pievést na Cislo.

Hromadné jevy mohou byt povahy deterministické (jevy, jejichz vysledek je pfesné urcen
pfedchozimi podminkami) anebo jevy nahodné (stochastické).

Nahodné hromadné jevy mohou a nemusi nastat za predem stanovenych podminek. Tyto

Mrwe

jevy jsou vysledkem plisobeni velkého mnozstvi pti¢in a jejich vlastnosti se nemohou projevit



v jednotlivych jevech, ale jen v souboru jevl, a to prostfednictvim fady ndhod (vznik

nahodnych jevi i piesto odpovida urcitym pravidliim a zadkonitostem).

Priklad 1.1

Hromadné jevy z oblasti:
véci — pocet bytl, pocet bazéntl, pocet PC;
osob — vyska vSech osob v Ceské republice, dosazené vzdélani;

udalosti — meteorologicka méfeni, vyskyt boutek.

Zkoumani hromadnych jevi je zaloZeno na definovani mnoZziny prvku (jednotek, ptipadi),
které jsou nositelem celé fady vlastnosti — znaki (proménnych — slovné popsatelnych anebo
¢iseln¢ kvantifikovatelnych). Mnozina jednotek, kterd je nositelem stejnych znakt, se nazyva
statisticky soubor.

Mnozinu prvki (statistickou jednotku) je potieba presné vymezit z hlediska vécného
(co povazujeme za statistickou jednotku), prostorového (vymezeni uzemi, ze kterého budou
statistické jednotky zahrnuty do statistického souboru) a éasového (urceni casového okamziku

nebo obdobi, ve kterém bude statistické Setfeni provadéno).

Priklad 1.2

Vymezeni statistické jednotky

CcoO? KDY? KDE?

byty 3+1 rok 2024 StredocCesky kraj
student VS Skolni rok 2024/2025 Karlova univerzita
mnoZzstvi srazek v mm 13. 08. 2024 Stochov

vyrobni podnik prvni pololeti roku 2024 Jihocesky kraj

Statistické jednotky (prvky) jsou nositeli statistickych znaki — proménnych (ukazatelii).

Zpracovani dat a vybér konkrétnich statistickych metod se vzdy odviji od jejich
charakteru. Klasifikaci proménnych je mozné provadét podle rtiznych hledisek. Nejcasteji
vyuzivané je déleni na kvantitativni a kvalitativni proménné (obr. 1.1). Je-li sledovana vlastnost
prvku Ciselné méfitelnd, oznaCujeme piislusnou statistickou proménnou jako kvantitativni
(kardinalni), v opacném piipadé, kdy jsou jednotlivé obmény sledované vlastnosti popsany
pouze slovné, hovotfime o proménné kvalitativni.

Kvantitativni proménné jsou Ciselné¢ meéfitelné udaje, u kterych mizeme presné fict,

o kolik je jedna hodnota vyssi nez druha (vék, hmotnost, pocet osob, stroju atd). Jsou to takové



hodnoty, které vyjadiuji skute¢né mnozstvi sledovanych vlastnosti statistickych jednotek
(v zadném pftipadé, se nejednd o Ciselné kody, které pfifazujeme proménnym kvalitativnim pii
pfevodu udaji do datové matice). Kvantitativni proménné rozdélujeme na pomeérové
a intervalové. U pomérovych (podilovych) proménnych mizeme vyjadiit rozdil a podil dvou
hodnot. Pomérova proménnd miize nabyvat pouze kladnych ¢iselnych hodnot (napt. Karel ma
50 let, Jana 25 let — rozdil 25 let; Karel je dvakrat starSi nez Jana). U tohoto typu proménné
hovotime o existenci pfirozené nuly tzv. ,, smyslupiné nuly ““ (napt. cilem statistického sledovani
je vaha notebooku v ptipad¢€, Ze notebook nic nevazi, tak neexistuje). V piipad¢ intervalové
proménné muzeme Ciselné vyjadtit pouze velikost rozdilu mezi libovolnymi dvéma hodnotami
znaku (rozdil teplot v mistnostech, teplota vzduchu meéiend v celych cislech). Intervalové
proménné maji nulu na stupnici ur¢enou konvenci (dohodou), tzn. ze nemaji nulovou hodnotu
ve smyslu neexistence dané vlastnosti. Kvantitativni proménné rozd¢élujeme také na proménné
diskrétni, které nabyvaji celociselnych hodnot (pocet studentl, pocet dom) a spojité, které
nabyvaji libovolnych hodnot z urc¢itého intervalu (vyska, cena, ptijem).

Obrazek 1.1: Zakladni rozdéleni proménnych podle jejich charakteru

Proménné
— "
Kvantitativni Kvalitativni
Pomérove Intenvalové Podle moZnosti Podle poétu
usporadani kategorii
Diskrétni Spojité Nominalni  Ordinélni Alternativni  MnozZné

Kvalitativni proménné jsou slovné vyjadritelné vlastnosti a délime je podle moZnosti
usporadani na nomindlni a ordinalni. O hodnotich nominalnich proménnych mizeme
pouze fict, zda jsou stejné €i rizné. Kvantifikace téchto proménnych je mozna na zakladé
Cetnosti  vyskytu sledovaného znaku (Skola, fakulta). U ordinalnich (pofadovych)
proménnych, mizeme urcit poradi sledovanych znakti. Hodnoty proménnych se vyjadiuji
vzestupné nebo sestupné podle urovné zkoumané vlastnosti (aroven spokojenosti, vzdélani).
Hodnoty nomindlni proménné mohou byt oznafeny Cisly (zakodovéany), ale nelze
u nich provadét stejné statistické analyzy jako s proménnymi kvantitativnimi. U ordinalnich
proménnych zavisi moznost provadeni statistickych analyz na ptredpokladu stejné vzdalenosti

mezi kategoriemi.
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Piiklad 1.3

Vymezeni statistické proménné

Proménna Znak typ podtyp

cena vyrobku 0 neexistence, 1, ....... kvantitativni pomérova; spojita
pocet sourozencu 0 neexistence, 1, ....... kvantitativni pomeérova; diskrétni
teplota »- 00 do 400 kvantitativni intervalova; spojita
dny v roce den kvantitativni intervalové; diskrétni
barva o¢i modra, zelena, hnéda, kvalitativni  nominalni; mnozna
koureni ano, ne kvalitativni  nominalni; alternativni
vzdélani zékladni, stfredoskolskeé, ... kvalitativni  ordinalni; mnozna

Podle poétu kategorii je délime na alternativni a mnozné. Alternativni (dichotomické)
proménné nabyvaji pouze dvou obmén sledované vlastnosti (kufdk a nekutdk). MnoZné
proménné nabyvaji vice nez dvou obmeén sledované vlastnosti (obor studia, barva).

Uvedené zpiisoby klasifikace proménnych dle vlastnosti statistického znaku, jehoZ jsou
nositelem, se v odborné literatufe a programovych systémech mohou lisit. Casto se setkavame
také s pojmem kategorialni proménné. Obmeény téchto proménnych nazyvame kategoriemi.
Radime zde nejen kvantitativni proménné, ale také proménné, které mohou vzniknout
odvozenim z proménné kvantitativni v pfipad¢, ze ji rozdélime do intervald.

Proménné miizeme vzijemné transformovat, napf. hodnota BMI (Body Mass Index).
Vypoctovy vztah vychdzi ze srovndni dvou kvantitativnich proménnych vahy a vyska.
Vysledna hodnota je tvofena jednim cislem, které mizeme nasledné roztfidit do kategorii.
Volba kategorizace a tim 1 zména typu proménné je zaloZena na individudlnim pfistupu
analytika, napf: neobézni, obézni — proménné nominalni/alternativni; podvéha <18,5; idedlni
vaha 18,5-25; nadvéaha 25,1-30; obezita >30,1 — proménné ordinalni/mnozna.

Obrazek 1.2: Klasifikace proménnych v IBM SPSS

T:-} *Untitled1 [DataSet0] - IBM SPSS Statistics Data Editor =

|
|Eile Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

= p— m — [
H ‘x..——-i. g e i E‘;H | : B g A é:i? i i 'd EI D

\ Name Type Width Decimals Label Values Missing Colum Align Measure Role

} 1 CENA Numeric 8 2 cena vyrobku None None 8 = Right & Scale ¥ | Input

(B2 & Scale

‘ <l Ordinal

\ & Nominal
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Zakladni soubor (populace) je mnozina vSech prvki (jednotek), na kterych je provadéno
statistické zkoumani. Pocet prvkit — rozsah zakladniho souboru znacime N.

V néekterych piipadech je statistické zkoumani na celé populaci nezastupitelné (vykaznictvi,
s¢itani lidu, pocCty zvirat atd.). Rozsah zékladniho souboru mize byt kone¢ny — pocet ¢lent
N je u takové populace presné stanovitelny (pocet strojii ve vyrobnim zavodé, pocet studenti

66

daného ro¢niku atd.) anebo ,,nekonecny“ — pocet ¢lenii N je proménlivy, nelze ho presné zjistit
(pocet studentl vysokych Skol v celé¢ Evropé, pocet jehlicnatych stromt v kraji atd.).
V piipadé, ze rozsah zakladniho souboru je konecny a ,,rozumné velky “ mizeme, provadét
uplné zjistovani o vlastnostech vsech jeho jednotek. Zpracovani a rozbor takto ziskanych udaji
je pak pfimo zalozen na metodach deskriptivni statistiky a poskytuje nam piesny obraz
sledovaného chovani celé populace.

Rozsah zikladniho souboru je vSak casto opravdu velky anebo nekonecny, proto neni
mozné zjistit sledované vlastnosti u vSech prvka. Vzhledem k tomu provadime vybér urcitého
poctu prvki. V takovém piipadé pak hovoiime o vybérovém souboru. Vybérovy soubor je
podmnozinou souboru zdkladniho a pocet jeho jednotek zna¢ime n. Vybrané jednotky souboru
mohou byt vybrany ndhodné (ndhodny vybér) anebo podle urcitych pravidel (zamérny vybeér).
Obecné by mély vybrané jednotky vzdy obsahovat podstatné a charakteristické rysy zékladniho

souboru a byt jeho reprezentativnim zastupcem — reprezentativnim vybérem.

Tabulka 1.1: Vyhody a nevyhody statistického zjiSt'ovani podle typu souboru

Vyhody Nevyhody
Poskytuje presné vysledky o vSech ~ Velké finan¢ni naklady a pracnost.
Zakladni Vvlastnostech sledovanych Nespolehlivost zjistovanych dat.
soubor  jednotek. TéZko proveditelnd kontrola spravnosti
udaju.
Zjistovani je rychlejsi. Umoziuje pouze odhady o prubéhu
Vybérovy VyZaduje nizsi naklady. sledovanych jevi v zdkladnim souboru.
soubor Udaje nebo charakteristiky na jejich

zéklad€ vypoctené jsou zatizeny chybou.

Na zéklad€ informaci o vybérovych statistickych jednotkach a hodnotach jejich znaka
(datech), usuzujeme na vlastnosti celé populace (viz kapitola Statistickd indukce).

Zjistujeme-li u kazdé jednotky statistického souboru hodnoty jedné proménné (znaku),
hovoifime o jednorozmérném statistickém souboru. Zjistujeme-li u kazdé jednotky
statistického souboru hodnoty dvou ¢i vice proménnych, hovofime o dvourozmérném,

respektive vicerozmérném statistickém souboru. V piipadé, Ze hodnoty proménné pro
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jednotlivé prvky souboru (statistickd data) uspofddame do datové matice, ziskame datovy

soubor.

Piiklad 1.5

Zakladni soubor ptedstavuje pocet vSech studentli nejmenované vysoké skoly, jehoz rozsah
je N =12 534. Vybérovych souborti mize byt cela fada, vzdy zalezi na cili statistického
Setfeni. V naSem piipadé¢ se mulze jednat naptiklad o studenty Ekonomické fakulty
n=_8 255; studenty oboru Provoz a ekonomika n =1 053. Z uvedenych vybérovych souborii

se daji vytvoftit dalsi vybérové soubory s jesté mensim rozsahem a vymezenim.

Pfi pofizovani statistickych dat je vzdy dilezité zaméfit se na to, aby data obsahovala
potfebné informace o zkoumané problematice. Predmétem zkoumani jsou statistické proménné,
které mohou byt povahy kvantitativni nebo kvalitativni. Proménné jsou zkoumany
u statistickych jednotek, kterymi jsou naptiklad regiony, obce, podniky ¢i osoby. Z uvedené¢ho

vyplyva, Ze ve statistice pracujeme s riznymi datovymi strukturami.

Piiklad 1.6

Datovy soubor je tvofen ¢tyimi jednotkami a péti proménnymi (ukazateli).

Jednotka /proménna Pohlavi Vék VySka Sourozenci Pocet sourozenci
student Karel muz 25 185 ano 2

studentka Jana zena 23 162 ano 1

student Tomas muz 27 175 ne

student Petr muz 22 180 ano 4

V datovém souboru jsou data uspofadana tak, ze ve sloupcich jsou zaznamenany
analyzované ukazatele — napf. v€k, pohlavi. Kazdy fadek tabulky (matice) se tyk4 jedné
statistické jednotky — napf. student.

Ptiprava datové matice spociva predevsim v prevedeni riznych formatt dat do formatu,
ktery pottebujeme pro zpracovani ve vybraném statistickém programu. Vybaveni datové matice
zahrnuje kodovani ukazatelli, jejich popis 1 zatfazeni dle typu znakl, jejichZ jsou nositeli.
Hodnoty ukazatelti musi byt srovnatelné mezi jednotkami v prostorovém a ¢asovém srovnani.

Statistické zjiStovani, organizace dat a jejich pfenos do datového souboru s sebou piinasi
ruzné druhy chyb, kterymi mohou byt data zatizena. Proto je vzdy nutné pied samotnym

zpracovanim provést formalni kontrolu spravnosti ziskanych udaji (pfevody jednotek,
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matematické upravy vstupnich hodnot) a logické posouzeni charakteru dat vzhledem k cilim
daného Setteni.

Jedna se naptiklad o chyby pFi zpracovani, kterym je mozné piedejit pomoci zvysené
peclivosti pii zaznamu dat, rucni ¢i pocitacovou kontrolou nebo duplicitnim zpiisobem prevodu
dat do datové matice. Déle se jednd o chyby metodické, jichz je mozné se dopustit zvolenim
nespravného postupu zpracovani dat. V neposledni fadé se mize jednat o chyby vybérové,
kterych se dopoustime v ptipad¢ zobecnéni vysledka ziskanych pomoci vybérového souboru
na soubor zakladni. Vybérova chyba se sklada z chyby systematické a pravdépodobnostni (viz
kapitola Teorie odhadu).

Proces odstrafiovani chyb se nazyva cisténi dat a izce souvisi i s ovéfovanim kvality
sledovanych jevll. Odstranovani chyb spoc¢iva v rozpoznani neptesnych, nekompletnich nebo
nesmyslnych Udaji a jejich uprav€. Je zaméfeno na odhalovani extrémnich (odlehlych)
¢i vybocujicich pozorovani, které mohou vyrazné€ ovlivnit vysledky nékterych analyz. Nalezeni
odlehlych ¢i vybocujicich pozorovani se v jednorozmérné analyze dat opird zejména
o grafickou analyzu (viz kapitola Prizkumovéa analyza datovych souboril). Pfed samotnym
zpracovani dat je dilezité zamétit se také na chybéjici hodnoty, které jsou obsazeny témér
v kazdém datovém souboru.

Jednou z moznosti, kterd by méla byt vyjimec¢na, avSak byva ¢asto pouzivana, je vymazani
zaznami s chybéjicimi hodnotami. Tento krok by se mél provadét pouze v situacich, kdy
chybéjici udaje neovlivni vysledky zpracovani, nebo v piipade vétsiho poctu chybégjicich
hodnot u jednoho ptipadu.

Mnohem vhodnéjsi jsou metody imputace, neboli doplnéni chybéjicich hodnot. Cilem
imputacnich metod je nahrazeni chybé&jici hodnoty odhadem, ktery se provadi na zakladé
znamych hodnot pomoci riznych algoritmi od nejjednodussich, které spocivaji v prostém
nahrazeni chybé&jici hodnoty aritmetickym primérem nebo medidnem, az po metody, které
berou v uvahu vztahy mezi proménnymi napti¢ datovym souborem. Tyto metody jsou vhodné
predevs§im pro kvantitativni proménné. Pro praci s kvalitativnimi daty jsou vhodné metody
deduktivni neboli subjektivni metody imputace, které vychazeji z pravidel zaloZenych

na odvozeni logickych vztahti mezi jednotlivymi proménnymi.

POZOR! Kvalita dat a kontrola datového souboru je klicovym predpokladem a nezbytnou

podminkou pro uspésnou aplikaci vybranych statistickych metod.
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V neposledni fadé je zadouci vstupni data vhodné popsat a zakddovat, neboli pridélit kazdé
varianté znaku ciselny kod, ktery bude pouzit pti zpracovani. Kédovani miize vychazet nejen
z typu proménnych, ale 1 z pozadavkl zvolené¢ho pocitaCového programu.

Pro zpracovani datového souboru je mozné vyuzit rizné typy statistickych programi.
Jednoduché procedury lze provadét jiz pomoci tabulkového procesoru (napt. Microsoft Excel),
(napt. SPSS, SAS, STATISTICA), které piedstavuji komplexni ndstroje pro zpracovani
rozsahlych datovych souborti. Programové systémy umoziuji nejen komplexni statistickou

analyzu dat, ale také naslednou prezentaci vystupti ve forme tabulek a grafii.
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Shrnuti kapitoly

Popisna statistika je popis dat, co ,,vidime*. Popisna statistika se zabyva vyhodnocenim
a prezentaci dat. Jejim cilem je popsat chovani hromadnych jevi a ziskané poznatky
kvantifikovat. Pouziva k tomu pfedevsim ciselné charakteristiky a grafick¢ metody. Netyka se
primarné nahodnych veli¢in, nybrz konkrétnich naméienych dat.

Teorie pravdépodobnosti je matematicka disciplina, kterd se zabyva popisem chovani
nahodnych jevi a veli¢in na zaklad¢ teoretickych informaci.

Matematicka statistika se zabyva zobectovani a vyvozovani zavéra z dat o celé populaci,
s vyuzitim nastroji teorie pravdépodobnosti, kterd poskytuje teoreticky zaklad pro praci
s ndhodnymi jevy.

Zkoumani hromadnych jevl je zaloZeno na definovani mnoziny jednotek stejného druhu
(srovnatelnost vécnd, prostorova, casova) — piedmeét zkoumani je statistickd jednotka.

Statistické jednotKy jsou nositelem celé fady vlastnosti (znakti, proménnych).

Mnozina jednotek, kterd je nositelem stejnych proménnych, se nazyva statisticky soubor.

Zakladni soubor (populace) je mnozina vSech statistickych jednotek.

Vybérovy soubor je podmnozinou zakladniho souboru a je tvofen jednotkami, které
byly ze zékladniho souboru vybrany podle urcitych ptedem zvolenych hledisek.

Zakladni rozdéleni proménnych je na kvantitativni a kvalitativni. Spravna klasifikace
proménnych je velice diileZzita, nebot’ od typu proménné se odviji nasledné postupy statistickych
analyz.

Pti ptfenosu hodnot sledovanych proménnych do souboru muze dojit k chybam pfi
zpracovani dat, nebo k metodickym a vybérovym chybam. Vstupni data a jejich prvotni
kontrola je klicovym parametrem, ktery urcuje kvalitu provadénych analyz a naslednych

vystupd.
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1 Kontrolni otazky

1. Co je statistika a jak ji 1ze chapat?

Co jsou to hromadné jevy a jak se déli? Uved'te priklady.
Vysvétlete pojem statistickd jednotka.

Co je to statisticky soubor a jaké jsou jeho hlavni typy?

Jaky je rozdil mezi zakladnim a vybérovym souborem?

AN O

Popiste vyhody a nevyhody Uplného zjistovani (zékladniho souboru) a vybérového
zjistovani (vybérového souboru).

7. Co jsou to statistické znaky (proménné, ukazatele) a jak se déli?

8. Jaky je rozdil mezi kvantitativnimi a kvalitativnimi proménnymi? Uved’te pfiklady.

9. Jak se dale d¢li kvantitativni proménné? Popiste pomérové a intervalové proménné.
10. Jaky je rozdil mezi diskrétnimi a spojitymi proménnymi? Uved’te pfiklady.

11. Jak se dale d¢€li kvalitativni proménné?

12. Uved'te ptiklady nominalnich, ordinalnich, alternativnich a mnoznych proménnych.
13. Co jsou to zavislé a nezavislé promeénné? Uved'te ptiklad.

14. Co jsou statistickd data a jak se déli podle zpisobu ziskani?

15. Co je to datova matice a jak jsou v ni data uspotradana?

16. Jaké typy chyb mohou zatizit statisticka data a jak se jim predchazi?

17. Co je ¢isténi dat a na co se zamétuje?

18. Jaké jsou mozZnosti feSeni chybéjicich hodnot v datovém souboru? Kdy je vhodné
zdznamy s chybé&jicimi hodnotami vymazat a kdy se pouZzivaji metody imputace?

19. K ¢emu slouzi kodovani ukazatelt?
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1 Priklady k procviceni

Marketingova agentura provadi prizkum, jehoZ cilem je zjistit, jak spotiebitelé v Ceské
republice vnimaji a uplatiuji principy udrzitelnosti pfi svych nakupech. Pro zjednodusSeni

cvi¢eni mate k dispozici nasledujici data od 12 respondentl.

Vék  Vzdélani Mgesicni  Nakupuje Jste ochoten Informacni Pocet
ptijem  ekologické  zaplatit vice za zdroj o recyklovanych
(K<) produkty udrzitelné udrzitelnosti druhti odpadu
produkty
35 VS 45000 Zasto Ano Socialni sité 4
22 sS 28000 nékdy Ne Online zpravy 2
58 A 55000 dasto Ano TV/rozhlas 5
41 SS 32000 nékdy Ano Piatelé/rodina 3
29 VS 40000 gasto Ano Online zpravy 4
67 Z8 20000 nikdy Ne Zadny 1
38 VS 48000 Casto Ano Socialni sité 4
25 SS 30000 nékdy Ne Online zpravy 2
50 VS 60000 Zasto Ano TV/rozhlas 5
33 sS 31000 nékdy Ano Piatelé/rodina 3
46 VS 50000 Zasto Ano Online zpravy 4
70 VA 22000 nikdy Ne Zadny 1

1.1 Vymezeni statistické jednotky a souborii:
a) Definujte statistickou jednotku v tomto prizkumu.
b) Jak byste vymezili zékladni soubor a vyb&rovy soubor pro tento prizkum?

¢) Jaky je rozsah vybérového souboru v tomto konkrétnim ptipadé?

1.2 Klasifikace proménnych. Pro kazdou proménnou v tabulce urcete jeji typ a podtyp podle
klasifikace proménnych. Zdivodnéte své rozhodnuti.
a) Vek.
b) Vzdélani (ZS, SS, VS).
¢) Mésicni piijem (KC).
d) Nakupuje ekologické produkty (Casto/nekdy/nikdy).

e) Je ochoten zaplatit vice za udrzitelné produkty (Ano/Ne).
1.3 MozZné chyby a jejich kontrola:

a) Uvedte alespon dva typy chyb, které by mohly nastat pfi sbéru dat v takovém

prizkumu (napf. chyby pfi zpracovani, metodické, vybéroveé).
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b) Navrhnéte, jak byste provedli prvotni kontrolu dat pro proménnou "M¢si¢ni piijem

(K¢)" a "Informacni zdroj o udrzitelnosti".

1.4 Definovani zavislé/nezavislé proménné:
a) Formulujte jednu otdzku, kterou by bylo mozné zkoumat na zaklad¢ uvedenych
udajti (napf. o souvislosti mezi proménnymi).
b) V ramci této otazky urcete, kterd promeénna by byla zavisla (vysvétlujici) a kterad

nezavisla (vysvétlovana).
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2 NAHODNY JEV A PRAVDEPODOBNOST

Pravdépodobnost se zabyva studiem zakonitosti nahodnych jeva, jejich popisem a vytvorenim

pravidel pro jeji vypocet.

2.1 Nahodny jev

Vychozim pojmem teorie pravdépodobnosti je ndhodny pokus.

Pokus je d¢j, ¢innost nebo pozorovani, jehoz vysledek je ovlivaén mnoha riznymi vlivy
a podminkami. Pokus je mozné libovoln€krat nezavisle opakovat (teoreticky) pii dodrzeni
vSech podminek. Vzhledem k tomu, ze nékteré podminky se mohou meénit (nahoda), muze
kazdé opakovani pokusu vést k jinému vysledku.

Nahoda je komplex drobnych pficin, které¢ se od jednoho provedeni pokusu k druhému
pokusu méni. Je pti¢inou toho, ze vysledky nékterych pokusii neni mozné jednoznacné urcit
vzhledem k mnozstvi a neznalosti vSech podminek (nahod), pti nichz probiha.

Na zaklad¢ vyse uvedeného, definujeme pojem nahodny pokus jako pokus, jehoz kazdé
opakovani vede k pravé jednomu vysledku (hod klasickou hraci kostkou vede k prave jednomu
ze Sesti vysledkd atd.), tzn., Zze zddné vysledky nemohou nastat soucasné. Mnozina vSech
vysledki musi byt vycerpévajici, tzn., ze pii realizaci ndhodného pokusu musi pravé jeden

vysledek z mnoziny vysledki nastat.

Priklad 2.1
Zakladni prostor Q hod hraci kostkou.
Nahodny pokus Hod kostkou 2 ={w;}
Elementarni jevy »padne 1 w4
(jednobodova mnoZina) padne 2% w,
i=1;2;..;6 _padne 3¢ ws
»padne 4 Wy
»padne 5 Ws
»padne 6 Weg
Reseni

Zakladni prostor (2 je vymezen mnozZinou vSech mozZnych elementarnich jevl

w1, Wy, ..., Weg. = {(Ul, Wy, (1)6}
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Nahodny jev je vysledek ndhodného pokusu. Ndhodny jev miiZze a nemusi nastat pti daném
komplexu podminek. Jev, ktery nastane vzdy pii realizaci danych podminek, se nazyva jev
jisty. Jev, ktery nikdy nemuze nastat pfi realizaci danych podminek, se nazyva jev nemozny.
Nahodny jev nelze s jistotou predpoveédet, protoze neékteré vysledky se stavaji Castéji nez jiné.
Pti velkém poctu opakovani v§ak vykazuji ndhodné jevy urcité zakonitosti a pravidelnosti.

Mnozinu vSech moznych vysledkii ndhodného pokusu nazyvame zakladni prostor
a znacime ji symbolem (2. Jednotlivé mozné elementarni vysledky pokusu w € (2 nazyvame
elementarni jevy 2 = {w,, Wy, ..., w;}.

Neprazdny systém vSech podmnozin zidkladniho prostoru, ktery je uzavien vzhledem
k mnozinovym operacim nazyvame jevovou o-algebrou tzv. jevovym polem A C (2. Prvky
jevového pole jsou sledované ndhodné jevy, které obvykle oznacujeme velkymi pismeny
pfevazné zpocatku latinské abecedy (A4,B,C,...). Definice jevového pole vychazi
ze dvou tvrzeni (axiomu).

Axiom bezespornosti — jevové pole je mozné sestrojit na kazdém zakladnim prostoru.

Axiom netplnosti — na dvouprvkovém ¢i vice prvkovém prostoru, lze vytvofit vice

jevovych poli.

Piiklad 2.2
Vypiste nize uvedené podmnoziny ndhodnych jevli z mnoziny zékladniho prostoru {2 hod

hraci kostkou.

Nahodny pokus — hod kostkou Nahodny jev Jevové pole

»padne sudé ¢islo* Nahodny jev A A = {w,, Wy, wg}
»padne Cislo > 3« Nahodny jev B B = {w3, w,, ws, W}
»padne Cislo > 6% Néhodny jev C C = @ JevnemoZny
»padne Cislo < 7% Néhodny jev D D = 0 Jevijisty

2.2 Zakladni operace a vztahy mezi nahodnymi jevy

Zékladni prostor spolu s jevovym polem je méfitelny prostor. Jevy A, respektive A4, 4,, ..., 4;;
jsou jevy na tomto prostoru — jedna se o podmnoZinu mnoziny, a proto pii zakladnich operacich
vychazime ze vztaht, které odpovidaji mnoZinovym relacim (misto vyrokovych). Pro ilustraci

je u zakladnich operaci uvedeno grafické zndzornéni uvedenych vztahi tzv. Vennovy diagramy.
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Sjednoceni jeva (disjunkce) — A; U A, nastane alespon jeden z jevii A4, A,. MiZe nastat
pouze jeden z jevi anebo mohou nastat i oba jevy zaroven.

AjUA, ={w EN;w E A, VwE Ay}

Obrazek 2.1: Venniiv diagram pro sjednoceni dvou mnoZin

Méame-li vice nahodnych jevii A; UA, UA3 U ..UA, = U A; znali uskutecnéni

alespoi jednoho z ndhodnych jevli A4, A,, A3, ..., Ay prol < i < n.

Priklad 2.3

Jev A; na hraci kostce padne sudé ¢islo; jev A, na hraci kostce padne ¢islo A, = {2; 3; 4}.

ReSeni A;UA, ={2;3;4;6}

Rozdil jevii — A, \ A, pfii realizaci jevu A; soucasné nenastane jev A,.

Al\A2={(uE.Q;(U€A1/\a)$A2}

Obrazek 2.2: Venniiv diagram pro rozdil dvou mnoZin

Priklad 2.4

Jev A; na hraci kostce padne Cislo vétsi nez tii; jev A, na kostce padne liché Cislo.

Reseni A{\ A, = {4; 6}
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Prinik jevi (konjunkce) — A; N A, nastane pfi sou¢asném vyskytu obou jevi.

AiNA, ={w €EN;w €A, ANw E Ay}

Obrazek 2.3: Venniiv diagram pro prinik dvou mnoZin

Maéme-li vice nahodnych jevu Ay, A,, A3, ..., A, potom jejich prinik A; N A, NA; N ...N

A, = N, A; spotiva v nastoupeni vSech jeva.

Priklad 2.5

Jev A; na hraci kostce padne sudé ¢islo; jev A, na kostce padne Cislo mensi nez pét.

Reseni A; N A, = {2;4}

Jev A; je podjevem jevu A, — A; C A, pfi realizaci jevu A; nastava ijev A4,. Jev A; ma
za nasledek jev A,. Nenastane-li jev A; nenastane ani jev A,.

AicA,={weEN,weEA = wEA,)}

Obrazek 2.4: Venniiv diagram znazornujici podmnoZinu

Ay

Priklad 2.6
Jev A; na hraci kostce padne Cislo dvé; jev A, na kostce padne sudé Cislo. Jev 4 je

podjevem jevu A,.

ReSeni Ay c A, = {2}
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Rovnocennost jevii — A; = A, pfi realizaci jevu A; nastane také jev A, a naopak.
Jev A; je ekvivalentni s jevem A,.

A Cc A, NA, C Ay

Obrazek 2.5: Vennuv diagram shodnych mnoZin

Piiklad 2.7
Jev A; pti hodu hraci kostkou padne sudé ¢islo; jev A, ptfi hodu kostkou padne cislo

délitelné dvéma.

Neslucditelnost jevu — A; N A, = @ vyskyt jednoho jevu vylucuje moznost vyskytu
druhého jevu, tj. jejich prinik je jev nemozny. Dva jevy A;, A, nemohou nastat soucasn¢,

nemaji-li spolu zadny mozny spole¢ny vysledek.

Obrazek 2.6 Venniiv diagram disjunktnich mnoZin

Priklad 2.8

Jev A; na hraci kostce padne Cislo Sest; jev A, na hraci kostce padne liché ¢islo.
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Opacny jev — A spociva v nenastoupeni jevu A. Nastanou vSechny néhodné jevy
neobsazené v jevu A.

A=Q0-A={wc Vo A= w e A}

Obrazek 2.7: Vennuv diagram pro doplnék

Piiklad 2.9
Jev A pfi hodu kostkou padne &islo 6; jev opacny A pti hodu kostkou padnou 1 nebo 2 nebo
3 nebo 4 nebo 5.

2.3 Pravdépodobnost nahodného jevu

V souvislosti s nahodnymi jevy bylo uvedeno, ze systém podmnozin zakladniho prostoru, ktery
je uzavi‘en vzhledem k mnoZinovym operacim, se nazyva jevové pole A .

Jevové pole spolu se zakladnim prostorem 2 oznacujeme jako méritelny prostor. Miru
ocekavani vyskytu jevu vyjadiujeme pomoci pravdépodobnosti.

Pravdépodobnost nahodného jevu P je realné Cislo, které vyjadiuje miru moznosti
nastoupeni ndhodného jevu v ndhodném pokusu.

Existuji rizné definice pravdépodobnosti. VSechny vSak maji urcité spolecné vlastnosti

a axiomy (tvrzeni), o jejichZ platnosti nepochybujeme.

2.3.1 Axiomaticka teorie pravdépodobnosti (teoreticka)

Axiomatickou teorii formuloval A. N. Kolmogorov. Jedna se o teorii, ktera je zdkladem celé
soucasné¢ pravdeépodobnosti. Vychdzi ze skutecnosti, Ze Sanci jevu na jeho uskutecnéni lze
vyjadfit pomoci pravdépodobnosti, coz je funkce, kterd kazdému jevu ptifazuje hodnotu od
0 do 1 za ptedpokladu, Ze tato funkce spliiuje urcité axiomy. Axiomy jsou zakladni predpoklady
(tvrzeni), jejichZ spravnost byla ovéfena zkuSenosti a v rdmci dané teorie se nedokazuji.
Axiom 1: axiom nezapornosti — P(A) = 0V A € A; pravdépodobnosti nahodného jevu

P(A) je vzdy pfitazeno nezaporné ¢islo.
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Axiom 2: axiom normovanosti — P() = 1; pravdépodobnost jistého jevu. Zakladni
prostor obsahuje vS§echny mozné vysledky méteni, které mohou nastat (£ je jev jisty).

Axiom 3: axiom souctu pravdépodobnosti nekoneéné mnoha nesluditelnych
nahodnych jevi — P(U2;4;) = X2, P(4;); pravdépodobnost nastoleni navzajem
neslucitelnych ndhodnych jevii se rovna pravdépodobnosti jejich souctu.

Systém axiémi, stejné jako, jevového pole (viz kapitola 2.1), vychézi ze dvou tvrzeni:

Bezespornost — pravdépodobnost, 1ze sestrojit na kazdém zakladnim prostoru;

Neuplnost — na kazdém méfitelném prostoru Ize sestrojit vice pravdépodobnosti.

Tato teorie neddva navod na to, jak vypocitat pravdépodobnost ndhodnych jevi.

Priklad 2.10

Vypocitejte pravdépodobnost, Ze na hraci kostce padne cislo tfi.

Reseni

Nahodny jev A ,,padne ¢islo tii“ A = {w3}

Pravdépodobnost jevu A, ktery miiZze nastat pii hodu hraci kostkou vypocitdme pomoci
axiomatické definice pravdépodobnosti. Vychdzime ze skuteCnosti, ze neni potieba
experimentu, na zaklad¢ teoretické znalosti, ze zakladni prostor {2 je vymezen mnozinou

v8ech moznych vysledkii elementarnich jevi wy, wy, ..., we; 2 = {w1, Wy, ..., e}

1 _
P(w) =2 = 0,168

Vlastnosti pravdépodobnosti

1. Pravdépodobnost libovolného nahodného jevu A je ¢islo z intervalu 0 < P(4) < 1.

2. Pravdépodobnost jistého jevu je rovna jedné P(2) = 1.

3. Pravdépodobnost nemozného jevu je rovna nule P(@) = 0.

4. Pravdépodobnost opa¢ného jevu P(A) = 1 — P(A).

5. Dva rovnocenné jevy jsou i stejné pravdépodobné P(A) = P(B).

6. Jestlize jev A je ¢asti jevu B, pak P(A) < P(B).

7. Pro dva libovolné sluditelné jevy A, B plati, Ze pravdépodobnost jejich sjednoceni se
rovna souctu (véta o s€itani pravdépodobnosti) pravdépodobnosti jednotlivych jevil
zmenSenému o pravdépodobnost jejich praniku. Zjednodusené pii sCitani pravdépodobnosti

jevl musime odecist pravdépodobnost vysledkt, které jsou piiznivé obéma jevim.

P(AUB) = P(A) + P(B) — P(AN B) 2.1)
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Piiklad 2.11

Student Jan a studentka Jana pocitaji soucasné ptiklad z matematiky. Kazdy ze studenti
vypocita spravné piiklad s pravdépodobnosti 0,5. Jaka je pravdépodobnost, ze ptiklad bude
vyfesSen alespon jednim studentem?

Reseni

Jev A ... Jan vypocita ptiklad ... P(4) = 0,5

Jev B ... Jana vypocita piiklad ... P(B) = 0,5
V tomto piipad¢ se jedna o jevy slucitelné. K feseni pouzijeme vztah 2.1.

P(AUB)=P(A)+P(B)—P(ANB)=05+0,5-0,25=0,75

Pravdépodobnost, ze piiklad bude vyfesen alespon jednim studentem, je 0,75.

8. Pro dva neslucitelné jevy A a B plati, ze prinik jevl je jev nemozny. Prosté s¢itdni

pravdépodobnosti je mozné pouze v ptipad¢ jevi, které se navzajem vylucuji.

P(AUB) = P(A) + P(B) (2.2)

Priklad 2.12

Jaka je pravdépodobnost, Ze pti hodu kostkou padne ¢islo vétsi nez 3 a padne ¢islo 2.
Reseni

V tomto piipadé se jedna o jevy neslucitelné. K feSeni pouzijeme vztah 2.2.

P(A) =P4)+P()+P6)=1/6+1/6+1/6=3/6

P(B) =P(2)=1/6

P(AUB)==+—-=-=0,666= 67 %

Nl w
=
N B

9. Pro pravdépodobnost priniku dvou zavislych jevi plati

P(ANnB) =P(4) - P(B|A) = P(B) - P(A|B)' (2.3)

Pravdépodobnost priniku jevii ndm umoznuje vyjadiit véta o nasobeni pravdépodobnosti.
Abychom mohli toto pravidlo definovat, musime nejdiive vysvétlit pojem podminéna

pravdépodobnost. Tyto pravdépodobnosti vyjadiuji zavislost jevi.

! podminéna pravdépodobnost
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Pravdépodobnosti P(A|B) a je pravdépodobnost nahodného jevu A, ktera je ovlivnéna
podminkou, ze nastal n¢jaky nahodny jev B, ktery mé nenulovou pravdépodobnost (vztah 2.4).

Obdobné vyjadiujeme i pravdépodobnost P(B|A) (vztah 2.5).

P(AIB) = % P(B) #0 (2.4)
P(B|A) = % P(A) # 0 (2.5)

Z uvedenych vztahli vychazi tzv. pravidlo o nasobeni pravdépodobnosti a Ize jej rozsifit
1 na prunik vice jevll. Pravdépodobnost priniku dvou libovolnych jevii A a B je rovna sou¢inu
pravdépodobnosti jevu A a podminéné pravdépodobnosti jevu B vzhledem k jevu A nebo
souCinu nepodminéné pravdépodobnosti jevu B a podminéné pravdépodobnosti jevu

A vzhledem k jevu B vztah 2.3.

Piiklad 2.13

Jaka je pravdépodobnost vybéru hliz pii tfidéni urcitého druhu brambor v ptipadé, kdy

brambor mé vice nez dvé ocka a jeho hmotnost je mensi nez 70 g. Bylo zjisténo, Ze

pravdépodobnost, ze brambor mé vice nez dvé ocka, je 0,7. Dal$im tfidénim brambor s vice

nez dvéma ocky podle hmotnosti bylo zjiSténo, Ze pravdépodobnost vybéru brambor

o hmotnosti mensi nez 70 g je 0,5.

Reseni

Jev A ... brambor ma vice nez dvé o¢ka ... P(A) = 0,7

Jev B ... brambory s 2 ocky a hmotnosti mensi nez 70 g

Podminéna pravdépodobnost P(B|A) = 0,5

V tomto ptipad¢ se jedna o jevy zavislé. K feSeni pouzijeme vztah 2.3.
P(AnB)=P(A)-P(B|A)=0,7-0,5=0,35=35%

Pravdépodobnost vybéru hliz brambor, které maji vice nez dvé ocka a jsou soucasné lehci

nez 70 g, je 35 %.

10. Pro pravdépodobnost pruniku dvou nezavislych jevi plati
P(AnB) =P(A)-P(B) (2.6)

Pokud nastoupeni jevu A neovlivituje pravdépodobnost nastoupeni jevu B, tj. P(B|A) =

P(B), neovliviiuje ani nastoupeni jevu B pravdépodobnost jevu A4, tj. P(A|B) = P(A) znamena
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to, Ze jevy A a B jsou jevy nezavislé. Pro nezavislé jevy A a B se pravidlo pro vypocet priniku

zjednodusi a prinik jevl 4, B je pfimo jen soucinem pravdépodobnosti téchto jev.

Piiklad 2.14

Jaka je pravdépodobnost, ze student uspéje v akademickém roce 2024/25 u zkousek ze
Statistiky I (zimni semestr) a Statistiky II (letni semestr)? Vime, zZe v zimnim semestru je
pravdépodobnost uspéchu 0,75. V letnim semestru je pravdépodobnost, Ze student zkousku
uspésné vykona, 0,8.

Reseni

Jev A ... student uspéje u zkousky ze Statistiky I ... P(4) = 0,75

Jev B ... student uspéje u zkousky ze Statistiky II ... P(B) = 0,8

Jedna se o jevy nezavislé. K feSeni pouZijeme vztah 2.6.

P(AnB)=P(A)-P(B)=10,75-0,8=10,6

2.3.2 Statisticka definice pravdépodobnosti

Statisticka definice pravdépodobnosti (empirickd, ¢etnostni) je zaloZena na predpokladu n-krat
opakovani nezavislého nahodného pokusu, pii kterém nastoupi sledovany jev m-krat.
Pti rostoucim poctu pokust kolisd pozorovana relativni ¢etnost (m/n) jevu A stale v uzsich
mezich (ustaluje se na urc¢ité hodnot¢) kolem urcitého cisla, toto ¢islo miizeme povazovat za
pravdépodobnost jevu A nebo Cislo blizké této pravdépodobnosti. Hodnotu pravdépodobnosti
nastoleni jevu nemliZeme piesné experimentalné zjistit, ale miizeme se ji ptiblizit prodlouzenim
posloupnosti provadénych pokusi.

Statisticka definice pravdépodobnosti jevu 4 je definovéana vztahem:

m (2.7)
P(A) = lim —
n-+oo N
m .... pocet pokust, ve kterych nastal jev 4,
n.... pocet vSech pokusi.

Vyhodou statistické definice pravdépodobnosti je skutecnost, ze v ptfipadé€, kdy jsme
schopni zajistit, aby méfeni nahodnych pokusil probihalo za stejnych vstupnich podminek,
mame predpoveéd’ nastoleni ndhodného jevu podloZenou redlnym métenim. Ur¢itou nevyhodou

je pak skute¢nost, ze nikdy nejsme schopni experimentalné zjistit pfesnou hodnotu limity, pocet
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pokusti je vzdy limitn¢ konecny a tim se vylucuje pfedpoklad, Ze kazdy elementarni jev ma

stejnou moznost nastolen.

Piiklad 2.15

Vypocitejte, jaka je pravdépodobnost, ze pti opakovanych nezavislych pokusech hodem
kostkou padne Cislo vétsi nez 3. Pii statistickém vypoctu pravdépodobnosti vychazime
z opakovani experimentu.

ReSeni

Nahodny jev A ... ,,padne ¢islo> 3 je A = {wy, ws, wg}

6
n=10 = — =
P(A) 10 0,6
43
n=100 i
P(A) 100 0,43
495
n=1000 = =
P(A) 1000 0,495

Néhodny pokus neni mozno donekonecna opakovat, avSak pfi dostate¢né velkém mnoZstvi
nahodnych pokust 1ze pravdépodobnost nastoleni jevu s velkou ptesnosti odhadnout. Toto
pravidlo vychazi ze slabého zakona velkych &isel’. Zakon popisuje skute¢nost, Ze s rostoucim
poctem opakovanych nezavislych ndhodnych pokusi se empirické charakteristiky, které

popisuji vysledky téchto pokusti, blizi k teoretickym charakteristikam.

Obriazek 2.8: Pocet pokusi n =100 Obriazek 2.9: Pocet pokusii n =1000
P(x) P(x)
1.0} 1044
0.9 0.9
0.81- 0.8
07{ - 071
0.64 o 061 1
0.5 e e 05 W,_.,————_
0.4 el el 0.4
0.3 03
0.2 0.2
0.1 01
L5 20 40 60 80 100" B 200 400 600 800 1000 "

Z grafického znézornéni ptikladu 2.15, které vychazi z 1000 opakovani vyplyva,
ze u prvnich 100 hodi kostkou (obrazek 2.8) je patrné, Ze relativni Cetnosti jevu A se stabilizuje
a blizi se hodnot¢ 0,4. Z obrazku 2.9, ve kterém jsou zaznamenany vysledky u vice nez 1000

nahodnych pokust, je ziejmé, Ze hodnota relativni cetnosti se ustaluje kolem hodnoty 0,5.

2 ANDEL, Jifi. Zdklady matematické statistiky. Vyd. 3. Praha: Matfyzpress, 2011. ISBN 978-80-7378-162-0.
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2.3.3 Klasicka definice pravdépodobnosti

Klasickd definice pravdépodobnosti je historicky nejstar§$im zplsobem zavedeni
pravdépodobnosti. Definice je zalozena na pojmu stejného mnozstvi vyskytu vSech jevi a je
pouzitelnd pouze v pfipad¢€, Zze mnozina vSech elementarnich jevi je kone¢na (mizeme vyjadiit
mnozinu vSech Cisel) a zddné dva vysledky nemohou nastat sou¢asné. I pies tuto skutecnost, je
tato definice ¢asto vyuzivana k vypoctu pravdépodobnosti.

Muize-li urcity nahodny pokus vykézat kone¢ny pocet n riznych vysledk, které jsou stejné
mozné, a jestlize m téchto vysledki ma za nasledek nastoupeni jevu A, kdezto zbyvajicich

n — m vysledki realizaci jevu A vylucuje, pak pravdépodobnost jevu A je definovana vztahem:

m
P(A) =— (2.8)
(="
m ... ||A|| pocet prvkii mnoziny A pocet pokusi piiznivych pro opakovani jevu 4,
n. ||2]] pocet prvklti mnoziny vSech jevi (pocet vSech pokusi).
Piiklad 2.16

Vychazime z ptikladu 1.3. Jaké je pravdépodobnost, Ze pii jednom hodu kostkou:
a) Nahodny jev A ,,padne sudé Cislo*.
b) Néhodny jev B ,,padne ¢islo > 3%

r

Reseni

a) n=6m=3 P(4)=
b) n=6,m=4 P(A) =

=0,5=50%
= 0,666 = 67 %

Chl-Pme
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Shrnuti kapitoly

Axiomaticka definice pravdépodobnosti — teoretickd, vychazi z teoretickych piedpokladii,
jak se bude nédhodny jev za urcitych pfedpokladi chovat. Nemame moznost provést méteni
a nemame ani namétené hodnoty.

Konkrétni vypocet pravdépodobnosti je mozny napft. na zakladé definice pravdépodobnosti
statistické nebo klasické.

Statisticka definice pravdépodobnosti — empirickd, je zalozena na pozorovani. Popisuje
budouci nahodnost nastoleni jevu na zéklad¢ jiz uskutecnénych ndhodnych pokust, kterych
je limitné¢ mnoho — () limitn¢ ,, nekonecné konecna *.

Klasicka definice pravdépodobnosti — empirickd, je zaloZzena na pozorovani. Popisuje
budouci nahodnost nastoleni pfed provedenim nahodnych pokust. VSechny elementarni
vysledky maji stejnou Sanci nastat a mnoZina vSech elementarnich jevii je kone¢nd —

{) kone¢na mnozina prvk.
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2 Kontrolni otazky

—

A S S G o

e e e e e e e T
0O I O Wn B~ W N = O

Co je nahodny jev?

Jaky je rozdil mezi jevem jistym a jevem nemoznym?

Co je zékladni prostor a jak se znac¢i?

Uved’te ptiklad zakladniho prostoru pro hod hraci kostkou.
Popiste sjednoceni jevi a uved'te piiklad.

Popiste rozdil jevi a uved'te priklad.

Popiste prinik jevi a uved'te priklad.

Co znamen4, kdyz je jev A; podjevem jevu A,?

Kdy jsou jevy rovnocenné?

. Kdy jsou dva jevy neslucitelné?

. Co je opacny jev?

. Co vyjadiuje pravdépodobnost ndhodného jevu?

. Kdo formuloval axiomatickou teorii pravdépodobnosti?

. Jaké jsou vlastnosti pravdépodobnosti?

. Kdy jsou jevy A a B nezavislé?

. Na ¢em je zalozena statistickd definice pravdépodobnosti?
. Na ¢em je zalozena klasicka definice pravdépodobnosti?

. Kdy je klasicka definice pravdépodobnosti pouzitelna?
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2 Priklady k procviceni

2.1
2.1.1

2.2
2.2.1

222

223

224

Nahodny jev a zakladni prostor:

Z pytliku plného modrych, ¢ervenych a zelenych kulicek nahodné¢ vytahnete jednu

kuli¢ku.

a) Co je v tomto ptipad¢ nahodny pokus?

b) Jaky je zakladni prostor {2 pro tento pokus?
c) Uvedte ptiklad jednoho elementarniho jevu.
d) Uved’te ptiklad jistého jevu.

e) Uvedte ptiklad nemozného jevu.

Ziakladni operace a vztahy mezi nahodnymi jevy

Ptame se zakaznika, jak je spokojeny s novym smartphonem.
Jev A: "Zdkaznik je spokojen s vydrzi baterie”

Jev B: "Zakaznik je spokojen s kvalitou fotoaparatu‘

Definujte sjednoceni jevu A a B.

Sledujeme zéapis jednoho studenta do predméti Statistika a Informatika.

predmétu.
Jev A: "Student si zapsal kurz Statistika"
Jev B: "Student si zapsal kurz Informatika"

Definujte prunik jevu A a B.

Student si vybira obor na univerzité.
Jev A: "Student si vybral obor Elektrotechnika "
Jev B: "Student si vybral obor Strojirenstvi "

Definujte neslucitelnost jevu 4 a B.

Sledujeme stav semaforu.
Jev A: "Semafor sviti cervene"”

Definujte opacny jev jevu A.
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2.3
23.1

232

233

234

235

2.3.6

2.3.7

Pravdépodobnost niahodného jevu

V obchod¢ 70 % zakaznikii kupuje chléb (jev A) a 40 % zdkaznikd kupuje mléko (jev
B). 30 % zakaznikii kupuje chléb i mléko. Jaka je pravdépodobnost, ze ndhodné vybrany
zakaznik koupi chléb nebo mléko (nebo oboji)?

[0,80]

Pti vybéru jednoho studenta z kurzu je pravdépodobnost, ze student je z prvniho ro¢niku
0.6, a pravdépodobnost, ze student je z druhého ro¢niku je 0.4. (Student nemtize byt
soucasn¢ z prvniho i druhého ro¢niku). Jaka je pravdépodobnost, Ze nahodné vybrany

student je z prvniho nebo druhého ro¢niku?

[1]

Ve tride je 60 % divek. Z divek 30 % nosi bryle. Jaka je pravdépodobnost, ze nahodné
vybrany student je divka a nosi bryle?
[0,18]

Dva stroje pracuji nezavisle na sobg&. Pravdépodobnost, Ze stroj A pracuje bez poruchy
je 0.9. Pravdépodobnost, Ze stroj B pracuje bez poruchy je 0.8. Jaka je pravdépodobnost,
7e oba stroje budou pracovat bez poruchy soucasné?

[0,72]

Provedli jste 50 hodd symetrickou minci a panna padla 28krat.
a) Jaka je statisticka pravdépodobnost, Ze padne panna na zéklad¢ tohoto experimentu?
[0,56]
b) Jak by se zménila tato pravdépodobnost, kdybyste provedli 1000 hodi misto 50?
[cca 0,50]

V balicku 32 maridSovych karet jsou 4 esa. Jaka je pravdépodobnost, Ze nahodné

vytazena karta bude eso?

[0,125 %]
Urcete pravdépodobnost, ze pii hodu tfemi stejnymi mincemi padne:
a) dvakrat rub a jednou lic; [0,375]
b) tiikrat lic; [0,125]
¢) na vSech mincich stejna strana? [0,25]

36



238

239

2.3.10

V nékupni taice mame osm bananti. Sest banant je zralych a dva banany jsou nahnilé.
Jaka je pravdépodobnost, Ze z 8 banant vytahneme nahodné:

a) jeden nahnily banan; [0,25]
b) jeden zraly banan? [0,75]

Jan a Zuzka jsou na prochazce v parku. Potkaji babicku a ta se jich zeptd, jestli maji

napsan¢ ukoly. Pfedpokladdme, Zze Jan zalze s pravdépodobnosti 0,2 a Zuzka

s pravdépodobnosti 0,3.

a) Zeptame-li se obou nezavisle na sob&, zda maji napsané ukoly, jaka je
pravdépodobnost, Ze budou lhat? [0,06 %]

b) Zeptame-li se obou nezavisle na sob&, zda maji napsané ukoly, jakd je

pravdépodobnost, Ze feknou pravdu? [0,56 %]

Studen jde do studovny, kde je ucebna s 25 pocitaci. Jaka je pravdépodobnost, ze ve
studovné¢ bude volny alespoii jeden pocita¢ za predpokladu, ze pravdépodobnost

obsazeni PC ve studovné je 0,90. [0,928 %]

37



3 NAHODNE VELICINY

V této kapitole se budeme vénovat Ciselnému vyjadieni vysledki nahodného pokusu.

Priklad 3.1

V nahodn¢ vybrané porodnici se béhem jednoho dne narodily tfi déti. Definujte zakladni
prostor elementarnich jevi, které se vztahuji k moznym variantdm pohlavi narozenych déti
(dévee D; kluk K) a podmnozinu nahodného jevu narozeni alesponi jedné divky.

Reseni

Mnozina vSech moznych vysledki se sklada z osmi elementéarnich jevi:

Q = {wkkk, Wxkp, OxpK> PpKK> PppKs> WpKD> WKDD> @ppD }

Z této mnoziny muzeme definovat podmnoZzinu ndhodnych jevli narozeni alespoil jedné

divky: Qp = {wkkp, Wkpk, OpxKs @ppK» PDKD» DKDD» PpDD )

Tento vycet vyskytu vSech elementarnich jevii plynoucich z nahodného pokusu neposkytuje
informaci o pravdépodobnosti dané¢ho jevu, ale jen o moznych kombinacich jeho vyskytu.
Takovy kvalitativni vyrok je casto nepostacujici. Vysledky nédhodnych pokusi je tieba
kvantifikovat neboli ¢iselné vyjadrit (pocet divek, pocet bodu z testli, poCet bodi na hraci

kostce).

Piiklad 3.2
Vychéazime z ptikladu 3.1. Pfifad’te kazdému z moZnych vysledki ndhodného pokusu
hodnotu, kterd odpovidéa poctu narozenych divek.
Reseni
Nahodna veli¢ina X poCet narozenych divek je realizovana pouze konecné mnoha jevy

KKK,KKD,KDK,DKK,DDK,DKD,KDD,DDD.

Pocet divek Mozné vysledky nahodného pokusu
0 KKK
1 KKD; KDK; DKK
2 DDK; DKD; KDD
3 DDD

Kvantitativni charakteristiku ndhodného pokusu nazyvdme ndhodna veli¢ina. Ndhodnou
veli¢inu definujeme jako proménnou, kterd nabyva rlznych hodnot v zavislosti na nahod¢.

Nahodna veli¢ina je redlné Cislo a je jednoznacné urcena vysledkem nédhodného pokusu.
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Néhodnou veli¢inu obvykle oznacujeme velkymi pismeny z konce abecedy (X, Y). Konkrétni
hodnoty nahodné veli¢iny zna¢ime odpovidajicimi malymi pismeny (x: x4, Xy, ...; ¥: V1, V2, - ).

Nahodna veli¢ina X je redlna funkce X(w) definovana na mnoziné vSech elementarnich
jevl w € Q, kterd kazdému moznému vysledku ndhodného pokusu pfifadi realné ¢islo (x € R)
z mnoziny moznych realnych hodnot.

Mnozina v8ech hodnot {x = X(w), w € Q} se nazyva zakladni soubor. Cely zakladni
prostor () ¢asto neni znam (mnozina () miZe byt i nekone¢nd). Vyhodou nahodné veliciny X je,
ze prevadi zékladni prostor moznych vysledkli ndhodnych jevii na ¢isla. Tyto hodnoty ,,Cisla“

nam nasledn¢ slouzi k popisu vlastnosti zakladniho souboru (obr. 3.1).

Obrazek 3.1: Grafické znazornéni prikladu 3.1 a 3.2

0 - mnozina vsech

elen’l\_entarmch jevu Nahodna veligina X - potet narozenych divek

v :

v

1

2 3

Podmnozina nahodnych jevu

narozeni alespon jedné divky Vysledek nahodného pokusu

realné gislox € R

Z hlediska pravidel matematickych operaci a analyz rozliSujeme dva typy nahodnych
veli¢in diskrétni a spojité.

Spojita nahodna veli¢ina X nabyva vSech hodnot z kone¢ného ¢i nekonecného intervalu.
Piikladem muzZe byt vyska rostliny, hmotnost zvifete, Zivotnost Zarovky, atmosféricky tlak.

Diskrétni (nespojitd) nahodna veli¢ina X nabyva od sebe vzijemné odd€lené hodnoty.
Je to takova veli€ina, jejiZ obor hodnot neboli mnozina vSech &isel, kterym se muze rovnat
je konecna, nebo nanejvys spoctend (pocet moznych hodnot je nekonecny, ale 1ze je usporadat
do posloupnosti). Jako ptiklad mizeme uvést pocet zkousek za semestr, pocet pokust
u zkousek — diskrétni ndhodna velic¢ina s kone¢nym oborem hodnot. Pocet ptihravek fotbalisti,
nez padne gol — diskrétni nahodna veli¢ina s nekone¢nym oborem hodnot.

Diskrétni ndhodna veli¢ina se netyka pouze kvantitativnich dat, nebot’ ¢iselné vyjadieni
vysledku nahodného pokusu mtize popisovat i1 kvalitativni data, jako napf.: stupent vzdélani,

znamky ve Skole atd.
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K tplnému charakterizovani ndhodné veli¢iny je potifeba znat informace o mnoZiné
moznych hodnot, ale také je dulezité znat pravdépodobnost, s jakou nahodna veli¢ina
nabude urcité hodnoty nebo hodnoty z uréitého intervalu. Nahodna veli¢ina je tedy
z pravdépodobnostniho hlediska zcela popsana, jestlize zname jeji hodnoty ¢i intervaly hodnot
a pravdépodobnosti téchto hodnot nebo intervalli. Vyskyt hodnot ndhodné veli¢iny podléha
uréitym zakonitostem. Zakonitost vyskytu hodnot nahodné veli¢iny vyplyva z rozdéleni hodnot
nahodné veli¢iny.

Kazdy predpis, ktery urCuje vztah mezi moznymi hodnotami nahodné veli¢iny
a pravdépodobnosti jejich vyskytu, se nazyva zakon rozdéleni nahodné veli¢iny. Jinymi slovy
rozdéleni ndhodné veliCiny je pravidlo, které kazdé hodnoté nebo kazdému intervalu hodnot
pfifazuje pravdépodobnost, Ze ndhodna veli¢ina nabude této hodnoty nebo hodnoty z tohoto
intervalu — hovoiime o teoretickém rozdéleni pravdépodobnosti.

Zakon rozde€leni ndhodné veli¢iny neboli teoretické rozdeleni pravdépodobnosti mizeme
ve statistice charakterizovat pomoci:

e priibéhu funkce — pribéhem funkce v tomto pfipad¢ rozumime urceni vlastnosti
funkce a jeji nasledné grafické vyjadieni.

e parametri rozdéleni — jedna se o ¢iselné charakteristiky ndhodnych veli€in, které
nam poskytuji souhrnnou informaci o uréitém chovani nahodnych veli¢in (viz

kapitola Ciselné charakteristiky nahodnych veli¢in).

3.1 Distribuc¢ni funkce

Distribu¢ni funkce kumulativnim zplisobem popisuje rozdéleni diskrétnich 1 spojitych
nahodnych veli¢in. Distribu¢ni funkci ndhodné veli¢iny X nazyvame funkci F(x), kterd je pro
vSechny redlné hodnoty x definovéana vztahem (3.1).

Distribu¢ni funkce pfifazuje kazdému redlnému Cislu pravdépodobnost, Ze ndhodna velicina

X nabude hodnoty mensi nebo rovno x

F(x)=PX <x)=P{w:X(w) <x}) (3.1)

P (a < X < b) = E.(b) — E.(a), pro libovolna realna ¢isla a, b, kde a < b (3.2)
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Vlastnosti distribu¢ni funkce
Obor funk¢nich hodnot distribucni funkce lezi mezi 0 a 1, tj.
0<F(x) <1
Distribu¢ni funkce libovolné nahodné veli¢iny je neklesajici, tj. pro libovolné a, b € R,
a < b, plati: E.(a) < E,(b).
Pro kazdou distribu¢ni funkci plati:
F(—) = xEerF(x) =0;F(4+x) = xl_i)rPOOF(x) =1.

Distribu¢ni funkce je zprava spojita v libovolném bodé x € R. Lze se setkat 1 s definici,
ktera vychazi z funkce zleva spojité, ale vzhledem k tomu, Zze budeme vyuzivat pii vypoctu
statistické programy, budeme vychazet ze stejného predpisu, jako je v softwaru a vzdy budeme
pouzivat funkci spojitou zprava.

U distribu¢ni funkce je teoreticky ptedpis, ktery definuje pravdépodobnost pro ndhodnou
veli¢inu X. V ptipad¢, ze nezndme piesné vyjadieni teoretického predpisu funkce, miizeme ji
aproximovat vybérovou distribu¢ni funkci F,(x), kterd kumulativnim zptisobem popisuje
pravdépodobnostni chovani pozorovanych hodnot za splnéni pfedpokladu reprezentativnosti
experimentalniho vzorku pozorovani. Z hodnot vybérové distribucni funkce a jejiho grafického
znazornéni muzeme usuzovat na vlastnosti teoretické distribu¢ni funkce (viz kapitola

Statisticka indukce).

3.1.1 Funkce rozdéleni diskrétni nahodné veli¢iny

Distribué¢ni funkce F(x) diskrétni ndhodné veli¢iny je funkce schodovitého tvaru (obr. 3.2).

Jedna se o funkci, kterd je mezi jednotlivymi body x; konstantni, a pravé v kazdé hodnoté
X1, X3, ..., Xn dochazi ke skoku. Vyska skoku je rovna hodnoté pravdépodobnosti p(x;) — p;.
Body vyznafené prazdnym koleckem znamenaji, Ze distribu¢ni funkce neni urcena v bodé
skoku, ale aZ vySe na trovni dal§iho schodu, kde je vyznacena plnym koleckem, tedy tak, ze
funkce F(x) je zprava spojita — uzavieny interval je ten levy a otevieny ten pravy.

Diskrétni nahodnou veli¢inu X s distribu¢ni funkei F (x) charakterizuje pravdépodobnostni

funkce, ktera vychazi ze vztahu 3.1.

F(x) = P(X < x) (-3)
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Pravdépodobnostni funkce P(x) je nejjednodussi formou vyjadieni zakona rozdéleni

diskrétni ndhodné veliciny (obr. 3.3). Pravdépodobnostni funkce udava pravdépodobnost, ze

nahodna veli¢ina X nabude pravé hodnoty x.

P(x) =P(X =x) (3.4)

Obrazek 3.2 a 3.3: Funkce rozdéleni diskrétnia nahodné veli¢iny z pr¥ikladu 3.3

Distribu¢ni funkce F(x) Pravdépodobnostni funkce P(x)

F(x) P(x)

1,0 — 0617 1t
i
i
1
i

0.5

0,8 i
} P(X =2) ool
0.6 ————o  TTTmemeees [
‘\ i
0.4 i 7
0; ! i
0,2 0.1 \E\‘ { E .
1 é : 1

0,0 x 0.0

Pravdépodobnostni funkce nabyvad hodnot od nuly do jedné, coz plyne z axiomu
o pravdépodobnosti nahodného jevu: 0 < P(x) < 1; soucet vSech hodnot pravdépodobnostni
funkce je roven jedné: Y, P(x) = 1.

Rozttidéni hodnot a uspotadani distribu¢ni funkce a pravdépodobnostni funkce 1ze proveést
riznymi zpusoby. V piikladu 3.2 a 3.3 si budeme ilustrovat matematicky zapis, tabulku

rozdéleni a graf.

Priklad 3.3
Zékaznik si jde koupit zbozi, které byva na trhu k dostani s pravdépodobnosti 0,6.
Je rozhodnuty, Ze navstivi maximalné ctyfi prodejny. Nahodny jev mlZeme oznacit
A; (i =1;2;3;4). Tento jev nastane v piipadé, kdyz v i-té prodejné je pozadované zbozi
p(4;) = 0,6. Pro jednoduchost budeme piedpokladat, Ze jevy Ay, ..., A4 jsou skupinové
nezavisleé.
a) Jaka je pravdépodobnost, ze zdkaznik koupi zbozi uz v prvni, nebo az v druhé, treti
¢i Ctvrté prodejné.

b) Jaka je pravdépodobnost, ze zakaznik si koupi zbozi v prvni az ¢tvrté prodejne.
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Pokracovani piikladu 3.3
Nahodna veli¢ina X ptedstavuje pocet navstivenych prodejen. Vysledky realizace ndhodné
veli¢iny mohou nabyvat v tomto pfipadé konkrétnich hodnot x = 1;x = 2; x = 3; x = 4.
Pocet navstivenych prodejen — diskrétni nahodnou veli¢inu.
ad a) Hodnoty pravdépodobnosti vyjadiime pomoci pravdépodobnostni funkce P(x).
Matematicky zapis
Zéakaznik navstivi pouze jednu prodejnu, kde maji pozadované zbozi.
p1=PX=1)=P(4,) =0,6
Zakaznik navstivi dvé€ prodejny; v prvni zbozi nemaji, ve druhé ano.
p, =P(X=2)=P(A;n4,)=P(4,)-P(4,) =04-0,6=0,24
Zakaznik navstivi tfi prodejny; v prvnich dvou neuspéje, ve tieti ano.
pzs=P(X =3)=P(4,) P(4;) - P(45) =0,4*-0,6 = 0,096
Zakaznik navstivi Ctyfi prodejny; v prvnich tfech neuspéje (bez ohledu na vysledek navstévy

tvrté prodejny). p, = P(X = 4) = P(4;) - P(4,) - P(43) = 0,43 = 0,064

n
Zpl- = p1 + P2+ P3 + Py = 0,6 + 0,24 + 0,096 + 0,064 = 1
i=1

Tabulka rozdéleni pravdépodobnosti
Tato tabulka se také nazyva Fada rozdéleni a znazoriiuje ndm mnoZzinu moznych variant
realizaci (varia¢ni fadu x;) a konkrétni hodnoty vysledkti uvedenych realizaci (odpovidajici
pravdépodobnost ndahodné veli¢iny p;). Vysledky realizace nahodné veli¢iny X pocet

navstivenych prodejen jsou vyjadieny v nasledujici tabulce.

X 1 2 3 4 >
Pi 0,6 0,24 0,096 0,064 1
Graf
Znazornéni pravdépodobnostni funkce P(x) pomoci bodového a sloupcového grafu.
Bodovy graf Sloupcovy graf
P(x) P(x)
0.61 = 0,6
0.5
0.4
0.3 0,24
0.2
0,096
0.1 0,064
0 x
1 2 3 a X ! 2 3 4
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Pokracovani piikladu 3.3
ad b) Kumulaci hodnot pravdépodobnosti ndhodné veli¢iny budeme definovat pomoci
distribué¢ni funkce F(x).
Zakaznik si koupi zbozi v prvni prodejn¢.
F()=PX<1)=PX=1)=P(1) =06
Zakaznik si koupi zbozi v prvni prodejné nanejvyse ve druhé prodejné.
F2)=PX<2)=P(1)+P(2)=06+0,24=0,84
Zakaznik si koupi zbozi v prvni prodejné€, ve druhé prodejné a nanejvys ve tieti prodejné.
F3)=PX<3)=P(1)+P(2)+P(3)=06+0,244+0,096 = 0,936
Zakaznik si koupi zbozi v prvni, ve druhé, ve tieti a nanejvys ve ctvrté prodejné.

F3)=PX<4)=P(1)+P2)+P(3)+P(4)=06+0,24+0,09+0,064 =1

Distribuéni funkci zapisujeme nasledovné

0 pro x € (—oo0; 1)

0,6 prox € (1;2)
F(x) 0,84 pro x € (2;3)

0,936 pro x € (3;4)

1 pro x € (4; )

Grafické znazornéni distribucni funkce F(x) a pravdépodobnostni funkce je na obrazcich

3.2a33.

3.1.2 Funkce rozdéleni spojité nahodné veli¢iny

Distribu¢ni funkci F (x) spojité nahodné veli¢iny nelze popsat pravdépodobnostni funkci
v ur¢itém bod€. Spojité nahodné veli¢iny mohou nabyvat vSech hodnot z urcitého intervalu,
a proto grafem distribu¢ni funkce spojité nahodné veliCiny je spojitd kiivka (piiklad 3.3).
U spojité ndhodné veli¢iny pravdépodobnost roste spojité s obsahem plochy.

Rozdé€leni pravdépodobnosti spojité ndhodné veli¢iny se urcuje prostfednictvim funkce,

kterou oznacujeme hustota rozdéleni pravdépodobnosti.
X
F(x)=P(X<x)=P(X € (—x,x)) = f f(t)dt (3.5)
Hustotu rozdéleni pravdépodobnosti f (x) ziskdme derivovanim distribuéni funkce.

FG) = P = o F() 66)

Funk¢ni hodnota F(x) spojité ndhodné veliCiny vyjadiuje obsah plochy z hustoty f(t)

od minus nekonec¢na do hodnoty x. Hustota pravdépodobnosti nabyva nezapornych hodnot
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f(x) = 0; integral hustoty pravdépodobnosti pfes vSechny hodnoty, kterych mize nahodna

veli¢ina nabyt (celkova plocha pod funkci), je roven jedné: f_oooo f()dx = 1.

Piiklad 3.4

Primérna ¢ista mzda zaméstnancli nejmenovaného narodniho koncernu je 42,7 tisic K¢, se
smérodatnou odchylkou 7,4 tisice K¢. Kolik procent zaméstnancli ma cCistou mzdu
v intervalu od 40 do 50 tisic K¢&?

Mzda zaméstnanci — spojita nahodna veli¢ina, ktera se Fidi normalnim rozdélenim.
Reseni

Pro vypocet pravdépodobnosti spojité nahodné veli¢iny X pouzijeme vzorec odvozeny ze
vztahu3.2: P(a<X <b)= = P(40< X <50) = F(50) — F(40) = 0,83805278 —
0,35760614 = 0,48044664 = 48,04 %

Distribuc¢ni funkce F(x) Hustota rozdéleni f(x)
F
1.?1‘} /f fix)
0,051
S P(40 < X < 50)
P(40 < X < 50) 0.04]
0,6
0,031 ‘
0.4
- -- 0,021 |
0,2 0,014 ‘
0.0 . 0,00 { ‘

2 0 X
0 30 40 50 60 0 10 20 30 40 50 60 70X

Hodnoty distribu¢ni a kvantilové funkce jsou tabelovany z diivodi matematické naro¢nosti

vypoctu.

3.2 Kvantilova funkce

Z distribu¢ni funkce lze jednoznacné urcit funkci kvantilovou. Kvantilova funkce nahodné
veli¢iny je teoreticka funkce, kterd je charakteristikou rozdéleni ndhodné veliiny X.

U spojitych nahodnych veli¢in, kde je distribuéni funkce F(x) oboustranné spojita, je
mozné p-kvantil jednoznacné urcit (vztah 3.7). Vysledkem neni pravdépodobnost, ale Cislo na

realné ose, které odpovida urcité pravdépodobnosti.

PIX < Q] =F[F'®]=aPX20®]=1-p (3.7)
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Priklad 3.5

Vychdzime z ptikladu 3.3. Primérné Cista mzda zaméstnancti nejmenovaného narodniho

koncernu je 42,7 tisic K¢ se smérodatnou odchylkou 7,4 tisice K¢. Jaka je Cista mzda

prvnich 20 % zaméstnancti*?

Reseni

Pro vypocet pravdépodobnosti spojité nahodné veli¢iny X (mzda zaméstnanctli) pouZijeme

vztah 3.6: P[X < 0,(0,2)] = F[F~1(0,2)] =36,472 tisic K¢&.

Distribu¢ni funkce F(x)

Fix)
1,0

0,8
0,6
0.4

0,2 b

Kvantilova funkce Q. (p)

Qx(p)
60

55 /
50
45 —

40 —

35 /

301 /

25
X
60 0 0.0 02 0.4 0.6 08 10"

== ——===

0.0

20 30 40

w
=

U diskrétnich nahodnych veli¢in, kde je distribu¢ni funkce F(x) schodovita (po ¢astech
konstantni), neni mozné p-kvantil jednoznac¢né urcit.

PIX <Q:(®]=1-P[X = 0:(P)] <0,
kde limita zleva distribu¢ni funkce v bodé Q,.(p) je < p.

(3.8)

Kvantilova funkce uzce souvisi s pojmem kvantil (viz kapitola Ciselné charakteristiky

nahodnych velicin).

3.3 Ciselné charakteristiky nahodnych veli¢in

Distribu¢ni funkce, pravdépodobnostni funkce a hustota pravdépodobnosti* nam poskytuji
uplnou, ale ne na prvni pohled, ptehlednou informaci o charakteru rozdéleni ndhodné veli¢iny.
Z tohoto divodu se k popisu tvaru rozdéleni pouzivaji Ciselné charakteristiky, které nam
umoznuji shrnout informace o ndhodné veliciné do néckolika hodnot (Cisel). Jednd se
o charakteristiky (parametry), které nam poskytuji souhrnnou informaci o chovani ndhodnych
velicin.

Jejich konstrukce vychazi ze dvou zékladnich principli: momentového a kvantilového.

3 Kvintil dé&li statisticky soubor na pét stejnych dilti. 20 % prvkd souboru méa hodnoty mensi (nebo rovné)
hodnoté prvniho kvintilu.
4 Funkciondlni charakteristiky
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3.3.1 Momentové charakteristiky nahodnych veli¢in

vvvvvv

oznacujeme jako momentové charakteristiky.
Jedna se o charakteristiky ndhodné veli¢iny vystupujici jako Ciselné proménné, které jsou

zalozené na mocnindch a sou¢inech hodnot pozorovani.

Obecny moment = moment okolo po¢atku nahodné veli¢iny X.

Obecny moment k-tého Fadu, ktery zna¢ime u,(X) = E(X)¥, je definovan vztahem:

pro diskrétni NV L (X) = Z X p; (3.9)
i=1
pro spojitou NV e (X) = f xk - fx)dx (3.10)
Kde: k ... stupeit momentu k=1, 2, 3...,
Xi eennnnn hodnoty ndhodné veli¢iny X, proi=1, 2, .....,
Di veneen pravdépodobnost, ze X nabyva hodnoty x;,
f(x) ... hustota pravdépodobnosti X.

V teorii pravdépodobnosti je nejvice pouzivany prvni obecny moment nahodné veli¢iny
X (vztah 3.11; 3.12), ktery vyjadiuje nejcastéji pouzivanou charakteristiku polohy neboli
irovné a ktery se nazyvéa stiedni hodnota nahodné veli¢iny = u;(X) = E(X) = p. Prvni

obecny moment udava stfedni hodnotu nahodné veli¢iny E (X).

Diskrétni NV k=1 (X)) =32, xF pi =32, xtpi= 2, % p;=EX)  (3.11)

(o]

Spojita NV k=1 mX) = Jxl'f(x)dX=E(X)

— 00

(3.12)

Definice obecného momentu je analogickd s definici centrdlniho momentu. Obecné

momenty jsou ovSem vztazeny k pocatku soufadného systému, zatimco centralni momenty jsou

W v

Centralni moment = moment okolo konstanty, kterou je prvni obecny moment.
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Centralni moment k-tého fadu, ktery znadime u,(X) = E[X — E(X)]¥, je definovan

vztahem:
pro diskrétni NV e (X) Z[xl EXI* - pi (3.13)
i=
_ _ k.
pro spojitou NV e (X) = f[x E(X)]* - f(x)dx (3.14)
Kde: EX) ... stfedni hodnota.

4

3.15; 3.16) ndhodné veli¢iny, ktery se nazyva rozptyl (disperze) = u,(X) = D(X) = o2.

Diskrétni NV
k=2 © ©
pa(0) = ) [ = EQOF pi = ) % -pi —ECD? = DCO) (3.15)
i=1 i=1
Spojita NV
k=2 w(X) = [ [x — E(X)]? - f(x)dx = D(X) (3.16)

Normovany moment — moment, ktery je bezrozmérny a neménny, vuci aditivni
i multiplikativni konstanté. Pfi normovani vychazime z Ciselnych charakteristik polohy
a variability ndhodné veli¢iny (X).

Normovany moment k-tého stupné fi;, ndhodné veli¢iny X je ur€en vztahem:

_ E[X — EX)]*
[p(0]
Kde: E(X)..... stfedni hodnota ndhodné veli¢iny.
D(X) .... rozptyl ndhodné veli¢iny.

Normovany moment je vychozim poctem pro charakteristiky Sikmosti a Spi€atosti, které se
vyuzivaji k porovnani pribéhu posuzovaného rozdeleni pravdépodobnosti s prubéhem
normovaného normdlniho rozdéleni pravdépodobnosti N(0,1) vice v kapitole Rozdéleni
spojitych ndhodnych veli¢in. Normovani se také vyuziva pfi standardizaci hodnot ndhodnych
velicin.

Mezi zékladni vlastnosti nize uvedenych Ciselnych charakteristik ndhodnych veli¢in, které
pfi svém vypoctu vychdzeji z momentt, patii skutecnost, Ze vSechny tyto charakteristiky jsou

citlivé na extrémni hodnoty.
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Stiedni hodnota nahodné velic¢iny

Stiedni hodnota nahodné veliCiny urcCuje stfed rozdéleni ndhodné veliciny, kolem kterého

kolisaji pozorované hodnoty ndhodné veliciny.

2%

2%

vSech moznych hodnot ndhodné veli¢iny popsano hustotou pravdépodobnosti.

Stiedni hodnota E(X)
Diskrétni NV EX) =32, x; - p; (3.18)
Spojita NV EX =[x f (x)dx (3.19)

Pti mnohacetném opakovani nezavislych nahodnych pokusi, které jsou realizovany za
stejnych podminek, je mozné s velkou pravdépodobnosti ocekavat, ze mezi stfedni hodnotou
nahodné veli¢iny X (teoretickou hodnotou) a aritmetickym primérem (empirickd hodnota)
konkrétnich hodnot x, které vychazeji z realizace pokusu, bude jen nepatrny rozdil.

Pro stfedni hodnotu mimo jiné plati:

a) stfedni hodnota konstanty ¢ je rovna této konstanté E(c) = ¢,

b) E(c-X) = c-E(X);

¢) stfedni hodnota souctu nebo rozdilu dvou nahodnych veli€in je rovna:

E(X+Y) = E(X) + E(Y);

d) stfedni hodnota sou¢inu dvou nezavislych ndhodnych veli¢in X a Y je rovna:
E(X-Y) = E(X) - E(Y).

Pro uceleny popis pravdépodobnostniho rozd€leni ndhodné veliiny X potifebujeme znat
nejen stfedni hodnotu E (X) = p, ale také hodnotu variability D(X) = o hodnot kolem stfedni
hodnoty.

Variabilita nahodné veli¢iny
Variabilita neboli proménlivost hodnot ndhodné veli€iny je charakterizovana rozptylem, ktery

pfedstavuje druhy centrialni moment a je definovan jako hodnota kvadrath odchylek od

sttedni hodnoty a znadi se u,(X) = D(X) =c°.
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Rozptyl D(X)

Diskrétni NV D(X) = E[X - EX)]? = E(X?) - [EQOP =22, x% - p; — [EX]*  (3.20)

Spojita NV D)= [T x? - f (x)dx — [EQDP (3.21)

Pro rozptyl mimo jiné plati:

a) rozptyl konstanty c je roven nule, D(c) = ¢;

b) pro libovolnou konstantu ¢ plati D(c-X) = ¢? - D(X);

c) rozptyl souctu dvou nezavislych nahodnych veli¢in je roven: D(X + Y) = D(X) + D(Y);
d) \/W = Vo? = o(X)... smérodatna odchylka vyjadiuje variabilitu v pivodnich

jednotkach ndhodné veliCiny.

Charakteristika Sikmosti
Sikmost (asymetrie) ndm uddvd nesoumérnost rozloZeni Getnosti nahodné veli¢iny X.
Objektivni mira k ur€eni asymetrie vychazi z tfettho normovaného centrdlniho momentu.
Sikmost Jiz(X)
X — EQOP

E
f3(X) = SCOT (3.22)

Charakteristika Spicatosti

Spicatost je &iselna charakteristika ndhodné veli¢iny X, ktera souvisi s mirou koncentrace
rozloZeni Cetnosti hodnot ndhodné veli¢iny. Mira $picatosti vychazi ze ¢tvrtého normovaného
centralniho momentu.
Spicatost i, (X)
[X - EX)I*
DO (3.23)

E
fa(X) =

Priklad 3.6

Dlouhodobym pozorovanim bylo zjisténo, ze pravdépodobnost, Ze studenti pujci
v univerzitni knihovné jednu knihu, je 0,22, ze si ptj¢i dvé knihy je 0,25, tfi knihy si ptjci
0,30, ctyfi knihy si odnese 0,13 studentii. Maximalni pocet knih, které si studenti mohou
vypujcit, je 5 kusu.

a) Vypocitejte, jaka je pravdépodobnost, ze student si ptj¢i prave 5 knih.

b) Stanovte pravdépodobnostni funkci P(x) a distribu¢ni funkei F(x).

c) Vypocitejte: stiedni hodnotu, rozptyl a smérodatnou odchylku.
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Reseni piikladu 3.6
Nahodna veli¢ina X ...pocet vypijcenych knih je nezdvisla diskrétni ndhodna veli¢ina.

a) Hodnoty realizace nahodné veli¢iny X pravdépodobnostni a distribu¢ni funkce

xi 1 2 3 4 5
P(x) 0,22 0,25 0,30 0,13 0,10
F(x) 0,22 0,47 0,77 0,90 1

b) EX)=3" x;-p; =1-022+2-025+3-0,30+4-0,13+5-0,10=2,64
DX) =Y x? -p;—[EX)2=12-0,12+22- 0,25 +3%- 0,30 +4%- 0,13 +52- 0,10 -
(2,64 = (0,12 + 1+2,7 + 2,08 +2.5) — 6,9696 = 1,1304

3.3.2 Normovana nahodna veli¢ina

Normovanim ndhodné veli¢iny nazyvame takovou operaci, ktera spo¢iva ve zmenseni hodnot
nahodné veli¢iny o prvni obecny moment (stfedni hodnotu) a délenim druhou odmocninou
druhého centradlniho momentu (smérodatnou odchylkou).

Normovanou (standardizovanou) ndhodnou veli¢inu zna¢ime U a definujeme ji vztahem

X—-E(X)

500 (3.24)

Pro normovanou ndhodnou veli¢inu U plati, Ze stfedni hodnota je rovna nule

U:

E(U)=0arozptyl jedné D(U) = 1. Z uvedeného vyplyva, Ze u normovanych nahodnych veli¢in
nema smysl rozliSovat obecné a centrdlni momenty. Obecné tedy nazyvame momenty
normované ndhodné veli¢iny normované momenty. Stiedni hodnota normovaného znaku je
vzdy rovna nule a smérodatna odchylka hodnot€ jedna.

Vsechny uvedené momentové charakteristiky vykazuji mensi citlivost vici extrémnim
hodnotam, proto dale uvadime charakteristiky, které¢ oznacujeme jako robustni a jejich vypocet

je zaloZen na kvantilech.

3.3.3 Kvantilové charakteristiky nahodnych veli¢in

Kvantily Q,, d¢li hodnoty ndhodn€ veliCiny na ¢asti. Kvantily jsou inverzni funkei k distribu¢ni
funkeci a jsou ureny potradim ve vzestupné uspofddaném souboru hodnot.
Je to takova hodnota ndhodné veliciny X, ktera rozd€luje uspotadany soubor hodnot urcité

statistické proménné na dv¢ Casti — jedna obsahuje ty hodnoty, které jsou mensi nebo rovny p-
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procentnimu kvantilu, druha ¢ast obsahuje hodnoty, které jsou vétsi nebo rovny p-procentnimu

kvantilu. Jestlize p € (0, 1), pak je Cislo O, (X), které spliuje nasledujici vlastnosti:

PX20p]21-p (3.25)

PX<Op]zp (3.26)
p-kvantil d€li plochu pod grafem hustoty pravdépodobnosti v poméru p: (1 —p ).

Obrazek 3.4: Grafické znazornéni kvantilu

f(x)
0,4

0,34 Median Qos

0,2

0,0

-2,0 -1,5 -1,0 -0,5 ] 0,5 1: 1,5 2,0 %

@ X)

p-kvantil nahodné veliéiny X

vvvvvv

rozd€leni jsou hodnoty zdkladnich kvantilli tabelovany. Kvantil je bod (obr. 3.4), ktery
rozdéluje prostor hodnot ndhodné veli€iny v urcitém pravdépodobnostnim poméru. Volba
kvantili zavisi na tom, jak podrobné informace o rozdéleni pravdépodobnosti jsou poZadovany.
Nejcastéji pouzivané kvantily
Median Qo5 rozde€lujici statisticky soubor na dvé stejné pocetné mnoziny. U symetrického
rozdéleni je medidn roven stfedni hodnoté, pokud stfedni hodnota existuje. Jeho hodnota je
ptirozené interpretovatelna. Kvartil Qo225 (dolni kvartil), Qo,5s (medidn), Qo,75 (horni kvartil)
rozde€lujici hodnoty znaku na ¢tvrtiny. Kvintil déli statisticky soubor na pét stejnych dild. 20 %
prvkl souboru méa hodnoty mensi (nebo rovné) hodnoté prvniho kvintilu, 80 % hodnoty vétsi
(nebo rovné). Decil Qy10 déli soubor na desetiny. Percentil Qp100 d€li soubor na setiny.
Kvantily jsou povaZovany za dilezity prostiedek popisu celého pravdépodobnostniho
rozdéleni a jejich znalost umoziuje konstruovat intervaly, do nichz hodnota nahodné veli¢iny
padne s piedem zvolenou pravdépodobnosti vice viz kapitola Rozdéleni spojitych ndhodnych

veliéin.
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Shrnuti kapitoly

Nahodna veli¢ina je proménna, ktera nabyva rtiznych hodnot v zévislosti na nahod¢. Nahodna
veli¢ina je realné Cislo, které je jednoznacné urceno vysledkem ndhodného pokusu.

Diskrétni nahodna veli¢ina X nabyva od sebe vzidjemn¢ odd€lené hodnoty.

Spojita nahodna veli¢ina X nabyva vSech hodnot z konecného ¢i nekonecného intervalu.

Zikon rozdéleni nahodné veli¢iny je pravidlo, které kazdé hodnoté nebo kazdému
intervalu hodnot pfifazuje pravdépodobnost, ze ndhodna veli¢ina nabude této hodnoty nebo

hodnoty z tohoto intervalu.

Diskrétni nahodna veli¢ina Spojita nahodna velic¢ina
Distribuéni funkce F(x) Distribuéni funkce F(x)
Pravdépodobnostni funkce P (x) Hustota rozdéleni pravdépodobnosti f(x)

Ciselné charakteristiky poskytuji souhrnnou informaci o chovani ndhodnych veligin.

Jejich konstrukce vychazi ze dvou zakladnich principii: momentového a kvantilového.

Stiedni hodnota ndhodné veli¢iny = u; (X) = E(X) = pu.

Rozptyl neboli variabilita ndhodné velic¢iny = u,(X) = D(X) =0°.

Sikmost udava nesoumérnost rozlozeni ¢etnosti ndhodné veli¢iny = ji5(X).

Spicatost je charakteristika miry koncentrace rozlozeni detnosti ndhodné veli¢iny = i, (X).

Normovana nahodna veli¢ina = stfedni hodnota normovaného znaku je vzdy rovna nule
a smérodatna odchylka hodnot€ jedna N (0; 1).

Kvantily Q, dé€li hodnoty ndhodné veliCiny na Casti. Kvantilové charakteristiky jsou

odolngjsi vici extrémnim hodnotdm (robustnost).
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3 Kontrolni otazky

10.

11.
12.
13.

14.
15.
16.
17.

Co je to ndhodna veliCina a jaké jsou jeji zakladni vlastnosti?

Jakym zptisobem se obvykle oznacuje nahodna veli¢ina a jeji konkrétni hodnoty?
Vysvétlete rozdil mezi diskrétni a spojitou nahodnou veli¢inou. Uved'te ptiklady pro
kazdy typ.

Proc je potieba vysledky nahodnych pokust kvantifikovat neboli ¢iselné vyjadiit?
Jakymi zplGsoby muzeme ve statistice charakterizovat zakon rozdéleni nédhodné
veli¢iny?

Jaké jsou hlavni vlastnosti distribuc¢ni funkce?

Jaky ma tvar distribu¢ni funkce u diskrétni ndhodné veli¢iny? Co znamenaji skoky na
grafu?

Jaky je tvar distribu¢ni funkce u spojité nahodné veli¢iny a v ¢em se lisi od diskrétni?
Co je to pravdépodobnostni funkce P(x) a pro jaky typ ndhodné veli¢iny se pouziva?
Co je to hustota rozdeleni pravdépodobnosti f(x) a pro jaky typ ndhodné veli¢iny se
pouziva? Jaky je jeji vztah k distribu¢ni funkci?

Co je to kvantilova funkce a jaky je jeji vztah k distribu¢ni funkci?

Jaky je ucel ¢iselnych charakteristik ndhodnych velic¢in?

Definujte stfedni hodnotu ndhodné veli€iny a rozptyl ndhodné veliciny. Uved'te jejich
znaceni.

Jaké jsou zakladni vlastnosti stfedni hodnoty ndhodné veliciny?

Jsou momentové charakteristiky citlivé na extrémni hodnoty?

Jakeé jsou nej€astéji pouzivané typy kvantill a jak déli statisticky soubor?

Vysvétlete pojem robustnost kvantilovych charakteristik. Pro¢ se oznacuji za robustni?
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4 PRAVDEPODOBNOSTNI ROZDELENI

Rozd¢€leni nahodné veli¢iny je pravdépodobnostni model chovani ndhodné veli¢iny v cilové
populaci. Pravdépodobnosti rozdéleni vychazi ze zakona rozdé€leni ndhodné veliiny (viz
kapitola Nahodna veli¢ina).

V programu IBM SPSS Statistics se pro vypocet pravdépodobnosti a kritickych hodnot
rozdéleni (kvantilil) vyuzivaji nasledujici funkce:

CDF (Cumulative Distribution Function) — Kumulativni distribué¢ni funkce

Pro diskrétni rozdéleni: vypocitad pravdépodobnost, ze ndhodna veli¢ina s danym rozlozenim
a urenymi parametry nabude hodnoty, kterd se rovna anebo je mens$i nez zadana hodnota
argumentu = P(X < x).

Pro spojité rozdéleni: vypocita pravdépodobnost, ze ndhodna veli¢ina s danym rozlozenim

a uréenymi parametry nabude hodnoty mensi nez zadana hodnota argumentu = P(X < x).
PDF (Probability Density Function) — Funkce hustoty pravdépodobnosti
Pro diskrétni rozdéleni: Vypocitd pravdépodobnost, ze ndhodna veli¢ina X nabude pfesné

hodnoty x = P(X = x).

Pro spojité rozd€leni: pravdépodobnost libovolné konkrétni hodnoty u spojitého rozdeéleni

je rovna 0! Vice v kapitole 3.1.2 — Paradox nulové pravdépodobnosti.
IDF (Inverse Distribution Function) — Kvantilova funkce

Pro spojité rozdéleni: vypocita hodnotu kvantilu, ktery oddéluje P procent nejnizSich hodnot

od zbyvajicich hodnot.

4.1 Pravdépodobnostni rozdéleni diskrétnich nahodnych velicin

Zakon rozd¢leni ndhodné veli¢iny neboli teoretické rozdéleni budeme charakterizovat pomoci:
Matematické funkce — distribucni funkce F(x) a pravdépodobnostni funkce P(x).
Ciselnych charakteristik — stiedni hodnoty E(X) a rozptylu D(X).

Diskrétni rozdéleni ma konecny nebo spocetny pocet realizaci. Existuje mnoho typl
rozdeleni diskrétnich ndhodnych veli¢in. V nésledujicim textu budou uvedeny zékladni

poznatky o nejbéznéjsSich rozdélenich vyuzivanych ve statistice.
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4.1.1 Alternativni rozdéleni

Néhodna veli¢ina X, kterd predstavuje pocet nastoupeni sledované¢ho jevu A pfi realizaci
jednoho pokusu, ktery se neopakuje (n = 1) a ktery ma jen dva vysledky {0; 1}. Jestlize jev
A nastane (uspéch) prifadime ndhodné velicin¢ hodnotu p, jestlize jev A nenastane (netspéch)

piifadime ji 1 — p.

Oznaceni
X~A(p)
Pravdépodobnostni funkce Distribuc¢ni funkce
P(x) =p*(1—p)t™* 0 x < 0; (4.1;4.2)
F(x)=41 —p 0=<x<1;
1 x = 1.
Kde: x=0,1;

p ..... pravdépodobnost tispéchu pro p € (0;1).

Ciselné charakteristiky

Stiedni hodnota EX)=1p (4.3)
Rozptyl DX)=p-(1—p) 4.4)
Priklad 4.1

Dlouhodobym zjistovanim se odhaduje pravdépodobnost uspéchu obchodni akce
0,7 a pravdépodobnost neuspéchu této akce je 0,3. Vypocitejte stiedni hodnotu E(X)
a rozptyl D (X).

Reseni

Moznymi hodnotami veli¢iny X jsou 0 (netspéch) a 1 (ispéch), pfi¢emz pravdépodobnosti

uspéchu obchodni akce je 0,7.

Nahodna veli¢ina X~A(0,7)
Stiedni hodnota EX)=p=07
Rozptyl DX)=p-(1-p)=0,7-03=0,21

4.1.2 Geometrické rozdéleni

Nahodnéa veli¢ina X udava celkovy pocet neuspéchli, které v nekonecné posloupnosti
opakovanych (n-krat) nezavislych pokust predchazeji prvnimu tspéSnému pokusu nastoleni
sledovaného jevu A. Pravdépodobnost uspéchu pii kazdém opakovani pokusu je
p a pravdépodobnost neuspéchu je pii kazdém z pokusu 1 — p. Ndhodna veli¢ina miize mit

v jednom nahodném pokusu jen dva vysledky X = {0, 1}
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Oznaéeni

X~Ge(p)
Pravdépodobnostni funkce Distribuéni funkce
0
P(x) = p(1 - p)* F(x) = Z p(1-p) < 2 (4.5; 4.6)
0<isx
Kde: x=0,1,2, .....,n..... pocet netspéSnych vysledki pokust;
D ..... pravdépodobnost uspeéchu.
Ciselné charakteristiky
Stfedni hodnota E(X) = 1;4 @7)
Rozptyl D(X) = 1p_2P (4.8)

Geometrické rozdéleni vychazi ze stejného predpokladu jako rozdé€leni alternativni. Nahodny
pokusu ma vzdy jen dva vysledky uspéch/netispéch. Geometrické rozdéleni pocita
pravdépodobnost poc¢tu netspéSnych vysledkii ndhodného pokusu, které predchazeji

prvnimu Uspé$nému pokusu o nastoupeni jevu 4.

Priklad 4.2
Studenti v rdmci pfedmétu Financni a pojistna matematika piSou 5 pritbéznych testi, které
jsou na sobé& nezavislé. Hodnoceni testl je oznaceno znaménky ,,+*, kdyZ student test napsal
a,—, kdyz student test nenapsal. Pravdépodobnost, Ze student test tusp&Sné€ napise, je 0,6.
Vypocitejte, jaka je pravdépodobnost, ze student uspesSné napiSe az tieti test? Nasledné
sttedni hodnotu E (X) a rozptyl D (X).

Reseni
Nahodna veli¢ina ~ X~Ge(0,6)

Pravdépodobnost  P(x) = p(1 —p)* = P(X = 2) = 0,6(1 - 0,6)? = 0,09

fedni 1-— 1-0,6 _ _
Stifedni hodnota E(X) = p= — 2504168 = 0,668
D 0,6
Rozptyl 1-p 1-06 —
( ) pz 0’62 )
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Pokracovani piikladu 4.2

Transform — Compute Variable — Function group PDF & Noncentral PDF —

SPSS
Functions and Special Variable Pdf. Geom
Target Variable: Numeric Expression:
|Geom | - PDFGEOM3086)

POZOR! Datova matice pri vypoctu v SPSS musi obsahovat proménnou, jinak je
kalkulacka nedostupna! Pri zapisu hodnot urcenych k vypoctu pravdepodobnosti se pouziva

desetinna tecka.

4.1.3 Binomické rozdéleni

Binomickym rozdélenim se tidi rozdéleni diskrétni ndhodné veli¢iny v piipadech, kdy
nezavisly ndhodny pokus opakujeme vicekrat (n-krat), pricemz pravdépodobnost p vyskytu
nahodného jevu 4 je ve vSech pokusech stejna (konstantni). Jednd se o modely zaloZené na
nahodny vybér s vracenim prvkii. Ndhodna veli¢ina miiZze mit v jednom ndahodném pokusu jen
dva mozné vysledky uspéch/neuspéch {0, 1}.

Z uvedeného vyplyva, ze binomické rozdéleni pocita pravdépodobnost poctu uspéSnych

vysledkii nastoupeni sledovaného jevu A pii opakovanych nezavislych pokusech.

Oznaceni
X~Bi(n,p)
Pravdépodobnostni funkce Distribu¢ni funkce
n -
Pe) = (1) p*(1—p)"* 0 x<o:
x ny n—i ’
0<isx X 2 n.
1

Kde: x=0,1,...,n..... pocet uspésnych vysledki pokusu;
p ..... pravdépodobnost ispechu v jednom pokusu;

n ..... celkovy pocet pokust.

Ciselné charakteristiky
Stfedni hodnota E(X)= np (4.11)
Rozptyl D(X) = np(1—p) (4.12)
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Piiklad 4.3
Student uspéje u testu ze statistiky, jestlize spravné odpovi nejméné na 8 otazek z 10. Kazda
otazka ma 4 mozné odpovedi, z nichzZ jedina je spravna. Vypocitejte:
a) S jakou pravdépodobnosti student zodpovi pravé 6 z 10 otazek spravné, kdyz zvoli
odpovédi ndhodné?
b) S jakou pravdépodobnosti student uspéje u testu, je-li zcela neptipraven (odpovédi voli
nahodn¢)?
c) Kolik otazek v priméru student zodpovi spravné, bude-li odpovidat na otdzky
nahodné¢?
ReSeni
Nahodna veli¢ina X ptredstavuje pocet otazek, u kterych bude zaskrtnuta spravna odpovéd
z celkového poctu 10 otdzek. Nahodna veli¢ina X mé binomické rozdéleni a parametry
n = 10; p = 0,25 (1 otdzka 4 mozZnosti odpovedi Y4)
Nahodna veli¢ina X~Bi(10;0,25)

a)  P(X=6)= (160) 0,256(1 — 0,25 )06 = 210 - 0,256(0,75 )* = 0,016
oy n! _(10\ _ 10! _
K i) = () ICET] = ()= g =210

b) P(X=8)=1-PX<7)=1-[PX=0)+PX=1D+-+PX=7]=

=0,0004158

) E(X)=np=10-025=2,5

SPSS Transform — Compute Variable —

a) Function group PDF & Noncentral PDF — Functions and Special Variable Pdf.

Binom
Target Variable: Numeric Expression:
aBinom - PDF.BINOM(6,10,0.25)

b) Function group CDF & Noncentral CDF —Functions and Special Variable Cdf.

Binom
Target Variable: Numeric Expression:
bBinom - 1-CDF BINOM(7,10,0.25)
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4.1.4 Hypergeometrické rozdéleni

Hypergeometrické rozdéleni vychazi z mn-krat opakovani néhodného pokusu, kde
pravdépodobnost nastoupeni sledovaného jevu je zavisla na vysledcich predchazejicich pokustu
(opakované nahodné pokusy jsou zavislé¢). Nahodna veli¢ina mize mit v jednom pokusu jen
dva vysledky {0,1}. Hypergeometrické rozdéleni je zakladnim pravdépodobnostnim
rozdélenim ndhodné veliiny, které je zalozeno na nahodném vyberu bez vraceni.

Definice pravdépodobnostni funkce hypergeometrického rozdéleni vychézi z klasické

definice pravdépodobnosti: pocet priznivych moznosti ku po¢tu vSech moznosti.

Oznacdeni

X~Hg(N,M,n)

Pravdépodobnostni funkce Distribu¢ni funkce
M\ (N-M M\ (N-M
P(x) = (x)# F(x) = Z (x )(n—x )
) ™ (4.13; 4.14)

maxsxsmin

Kde: x = max{0,n — (N — M)}, ..., min{n, M} ..... poCet prvku se sledovanou vlastnosti,
N ..... celkovy pocet prvki,
M ..... celkovy pocet prvkil se sledovanou vlastnosti,

n ..... pocet ndhodn¢ vybranych prvkl z celkového poctu N.

Ciselné charakteristiky

Y 1, M
Stfedni hodnota E(X) = n— (4.15)
N
Rozptyl M ( M > N-n
_ M M 4.16
b= ny\l-3)v=1 (4.16)

Limitnim pfipadem hypergeometrického rozdéleni nahodnych veli¢in je rozdéleni
. o M . oy . ., .
binomické, pro x - o0 a rolid 0. Pro velkd N mizeme zanedbat rozdil mezi ndhodnym

vybérem bez vraceni prvku a vyberem s vracenim prvkii (v praxi je mozné rozhodnout se podle
hodnoty tzv. vybérového poméru (n/N). Je-li tento pomér mensi nez 0,05, lze

hypergeometrické rozdéleni aproximovat rozd€lenim binomickym.
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Priklad 4.4
Vysokd Skola ,,0dAdoZ“ si objednala 180 =zatfivkovych trubic k osvétleni novych
pocitacovych uceben. Pfi piejimce vyrobkil bylo z dodavky ndhodné vybrano bez vraceni
25 trubic, u kterych byla provedena kontrola funk¢nosti. Z dohody mezi prodejcem
a vysokou Skolou plyne, ze dodavka zéativkovych trubic bude pfijata a zaplacena jen
v ptipadé€, ze mezi kontrolovanymi vyrobky budou nanejvys tfi nefunkéni.
Vypocitejte, jaka je pravdépodobnost, ze dodavka bude piijata, jestlize prodejce
ptedpoklada, ze 15 % zativkovych trubic mize vykazovat znamky poskozeni a nebyt tedy
plné funkénich.
Reseni

Nadhodnad veli¢ina X~Hg(180,M,n)
x=3
M— 27 — 15 % poskozenych
N — 180 — celkovy pocet

n — 25 pocet ndhodn¢ vybranych ke kontrole

M\N-M 27\(180-27
p(x =3) = W) = G0 59749

G 25

Transform — Compute Variable — Function group PDF & Noncentral PDF —

SPSS . . .
Functions and Special Variable Pdf. Hyper

Target Variable: Numeric Expression:
Hyper - PDF HYPER(3,180,25,27)

4.1.5 Poissonovo rozdéleni

vvvvvv

pravdépodobnosti. Popisuje vyskyt n-nahodnych udalosti (pocet udalosti — diskrétni NV)
v jednotce Casu, objemu nebo plochy, za pfedpokladu, Ze udéalosti jsou na sob& vzajemné
nezavislé a dochazi k nim ndhodn¢ a jednotlivé (pocet volani na telefonni Gstiednu v ur¢itém
casovém intervalu, pocet poruch stroje za dobu t apod.).

Nahodné veli¢ina X miize nabyvat pouze nezapornych celociselnych hodnot. Nahodna

veli¢ina mize mit v jednom nahodném pokusu jen dva vysledky {0, 1}.
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Oznaéeni

X~ Po(A)
Pravdépodobnostni funkce Distribuéni funkce

A* A*

-2 — A .
P(x)=—e Fy= ) e (4.17; 4.18)
0<X

Kde: x =0,1, .... pocet vyskytu udélosti,

Y praumérny pocet udalosti na jednotku ¢asu, objemu nebo prostoru.
Ciselné charakteristiky
Stfedni hodnota EX)= 2 (4.19)
Rozptyl DX)= 2 (4.20)

Poissonovo rozdéleni je limitnim piipadem binomického rozdéleni. Pouzivdme ho
v pfipadé, ze mame vétsi pocet udalosti n = oo a malou pravdépodobnost vyskytu udalosti
v jednotce Casu, objemu nebo plochy p — 0. Poissonovo rozdéleni dobfe aproximuje

binomické za podminek n > 30ap < 0,1 = Po (1) = Bi (n,p) > A = np.

Priklad 4.5

Na revize zapoctovych testii ndhodné chodi ,,v priméru® 6 studentd za hodinu. Vypocitejte,
s jakou pravdépodobnosti ptijdou na konzultaci béhem prvnich 30 minut alespoii 2 studenti.
Reseni

Néhodna velicina X — pocet studentd, ktefi ptijdou béhem prvnich 30 minut. V ,,priméru*
pfijdou na konzultaci 3 studenti za ptl hodiny.

X~Po(3)
0 1
PX=2)=1-[PX=0+PX=1]=1- l%e—3 +?e—3l = 0,8008

Transform — Compute Variable — Function group CDF & Noncentral CDF —

SPSS Functions and Special Variable Cdf. Poisson

Target Variable: Numeric Expression:
Poison - 1-CDF.POISSON(1,3)
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Priklad 4.6

Na pult centralni ochrany je napojeno 50 subjektii. Pravdépodobnost, ze béhem hodiny
zavola vSech 50 subjektti, je 0,01. Ze zkuSenosti vime, Ze stfedni pocet subjekti, kteti béhem
1 hodiny zavolaji na pult centralni ochrany, je E(X) = 0,5. Poissonovo rozdéleni v tomto
piipadé aproximuje binomické rozdéleni parametr, A vypocteme ze vztahu A = np.
Vypocitejte:

a) Jaka je pravdépodobnost, ze béhem hodiny zavolaji dva klienti?

b) Jaka je pravdépodobnost, ze béhem hodiny nezavola zadny klient?

Reseni

Néhodna veli¢ina X — pocet klientt, kteti behem hodiny zavolaji na pult centralni ochrany.

Nahodna veli¢ina X~Po(0,5)

2

)

2!
0

0,5
b) px=0) = 76‘0’5 = 0,607

a) p(X=2)=——e %5 =0,076

SPSS  Transform — Compute Variable —

a) Function group PDF & Noncentral PDF — Functions and Special Variable Pdf.

Poisson Target Variable: Numeric Expression:
aPoison - PDF.POISSON(2,0.5)

b) Function group PDF & Noncentral PDF —Functions and Special Variable Pdf.

Poisson : .
Target Variable: Numeric Expression:

bPoison — PDF.POISSON(0,0.5)

4.2 Pravdépodobnostni rozdéleni spojitych nahodnych velicin

Rozdéleni pravdépodobnosti spojité nahodné veliCiny, které predstavuje model chovani
nahodné¢ veli€iny v cilové populaci, charakterizujeme pomoci:
a) Matematické funkce — v tomto pfipadé¢ pomoci distribu¢ni funkce F(x) a hustoty
pravdépodobnosti f(x).
b) Ciselnych charakteristik — stiedni hodnoty E(X) a rozptylu D(X).

Pro popis spojitych ndhodnych veliin, které jsou predmétem statistickych analyz, nejcastéji

pouzivame niZe uvedené typy rozdéleni nahodné veli¢iny.
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4.2.1 Normalni (Gausovo) rozdéleni

Normalni rozdéleni je nejéastéji se vyskytujici pravdépodobnostni model rozdéleni spojité
nahodné veliciny X. Toto rozdéleni je velmi dilezité, nebot’ je klicovym predpokladem pro
pouziti celé fady zakladnich statistickych testii a model (modelovéani ndhodnych chyb — chyby
méieni, které jsou zplisobeny velkym mnozstvim nezndmych a vzajemné nezavislych vlivl).
Normalni rozdéleni ma dva parametry stiedni hodnotu p, charakterizujici polohu rozdélent,

arozptyl 2, ktery charakterizuje proménlivost hodnot ndhodné veli¢iny kolem stiedni hodnoty.
Oznaceni

X~N(u, 0%)

Pravdépodobnostni funkce hustoty Distribu¢ni funkce
1 (=2
e
V2m - 02 202

Kde: x € (—oo; 00),

fx) = F(x) = j f(x)dx (4.21;4.22)

7 ..... matematicka konstanta (Ludolfovo ¢islo),
U ..... sttedni hodnota,

a?.... rozptyl.

Ciselné charakteristiky
Stfedni hodnota EX)=u (4.23)
Rozptyl D(X) = o2 (4.24)

Hodnoty néhodné veliCiny, které pochéazeji z normalniho rozdé€leni se symetricky
rozprostiraji kolem stfedni hodnoty. Stfedni hodnota E (X) — parametr u je zaroven medianem
(50% kvantilem) i modem normalniho rozdéleni. Normélni rozdéleni je vhodnym
pravdépodobnostnim modelem tehdy, jestlize pfi opakovaném méfteni téZe ndhodné veliCiny za
stejnych podminek zptisobuje mnozstvi nezavislych ndhodnych vlivii kolisani nahodné veli¢iny
kolem skutecné hodnoty. Kolisdni nahodnych vlivii je vyjadfeno smérodatnou odchylkou
o > 0, ktera nam udava Sitku ktivky v inflexnim bodé (u + o).

Normalni rozd€leni ma tvar zvonovité kiivky (obr. 4.1), kterd se nazyva Gaussova kiivka.
Tvar hustoty pravdépodobnosti nabyva svého maxima v bodé x = u a pfi x —» £oo se limitné

pfiblizuje k ose x.
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Obrazek 4.1: Hustota rozdéleni pravdépodobnosti normalniho rozdéleni NV

Sx)

Inflexni bod

V ptipadé, Ze ndhodna veli¢ina X ma normaélniho rozdé&leni N(u, 02), mizeme vyd&islit
procento pozorovani, kterd by se méla realizovat v rozmezi + x-nasobku smérodatné odchylky

o od sttedni hodnoty p.

Pravdépodobnostni intervaly ndhodné veli¢iny kolem stfedni hodnoty:
* (u —o,u+ 0)spravdépodobnosti 68,27 %,
* (u — 20,u+ 20) s pravdépodobnosti 95,45 %,
* (u —30,u+ 30) s pravdépodobnosti 99,73 %.

Pravdépodobnost realizace ndhodné veli€iny s normdlnim rozdé€lenim uvnit intervalu
u x 30 je 99,73 %. Tato skutecnost je oznacovana jako pravidlo £ 3 sigma. Pravidlo lze pouZit
pro vizualni ovéfeni normality rozlozeni sledované nahodné veli¢iny a pro identifikaci
odlehlych hodnot. Vyznam normalniho rozdéleni spo¢ivd v moznosti aproximovat (nahradit)
fadu jinych rozdé€leni ndhodnych veli¢in. Toto je mozné pfi dodrZeni urcitych podminek,

nejdulezitéjsi je dostateéné velky pocet sledovanych nahodnych veli¢in.

4.2.2 Normované normalni rozdéleni

Specidlnim typem normélniho rozdéleni je normované (standardizované) normalni rozdéleni
s nulovou stiedni hodnotou p = 0 a jednotkovych rozptylem o2 = 1. Vztah pro piepodet
(standardizaci) normalni ndhodné veli¢iny na veli¢inu normovanou je:

y=X"H (4.25)
o
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Standardizace nam umozni prevést hodnoty x ndhodné veli¢iny X, které jsou vyjadieny
v jednotkdch méfené veliiny, na normované¢ normadlni veli¢iny U, kde jednotlivé hodnoty

u jsou vyjadreny ve smérodatnych odchylkach.

Oznaceni
X~U~N(0;1)
Pravdépodobnostni funkce hustoty Distribuéni funkce
1 x2 X
x01)=—" e 2 F(x) = f (x)dx 4.26;4.27
fe 0D = s ( )

Kde: x € (—o0; o)

7 ..... matematicka konstanta (Ludolfovo ¢islo),
0 .... stfedni hodnota,
1 .... rozptyl.

Distribuéni funkce ndm udavd plochu, ve které se nahodna veli¢ina vyskytuje
s pravdépodobnosti 1 — @. Vymezeni této plochy je realizovano pomoci kvantili. Nejcastéji

pouzivané kvantily normovaného normalniho rozdéleni jsou graficky zndzornény v obr. 4.2.

Obrazek 4.2: Kvantily normovaného normalniho rozdéleni pravdépodobnosti NV

J)
1«
90 %
it >
<! 95 % N
_,«‘-a—/i : 999% — ix’]‘*—
L T | |
-3 -2 -1 0 1 | i2 3 X
e i
+ 1,64 160 ¥ |
v -1,96 1,96
-2.58 2,58

V ptipad€ normovaného normalniho rozdéleni se:
= s pravdépodobnosti 90 % ndhodna veli¢ina vyskytuje v intervalu u + 1,640,
= s pravdépodobnosti 95 % ndhodna veli¢ina vyskytuje v intervalu u + 1,960,

= s pravdépodobnosti 99 % nahodna veli¢ina vyskytuje v intervalu u + 2,580.

Hodnoty distribu¢ni a kvantilové funkce, stejn¢ jako hustota pravdépodobnosti, jsou
z dlivodii matematické néarocnosti vypoctu tabelovany pravé pro normované normalni

rozdéleni. Tyto hodnoty jsou obsaZeny také ve vSech statistickych softwarech.
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Piiklad 4.7

Predpoklddame, Ze doba cekani na obslouzeni v restauraci ma normadlni rozdéleni
s parametry N (8; 0,49). Jaké procento zakaznikd bude obslouzeno:

a) za méné nez 7 minut,

b) za vice jak 9,5 minuty,

c) vrozmezi 6-9 minut?

ReSeni

Nahodna veli¢ina X — doba ¢ekani na obslouzeni v restauraci md normalni rozdéleni.
Hodnota pravdépodobnosti vychazi z vypoctu distribu¢ni funkce normalniho rozdéleni
N(8; 0,49) podle vztahu (4.22). V piipadé ru¢niho vypoctu a za predpokladu, ze mame
k dispozici tabulky distribu¢ni funkce normailniho rozdéleni, pfistoupime ke
standardizaci nahodné veli¢iny podle vztahu 4.25. Tim pievedeme piivodni hodnotu
nahodné veli¢iny X~N(u, 02) na standardizovanou ndhodnou veli¢inu U~N (0; 1), ktera
je vzdalena 0,7 smérodatné odchylky (o) od stfedni hodnoty (u), tedy na relativni vyjadieni

nezavislé na ptivodnich jednotkach.
a) P(X<7)=PU< %) = P(U< —1,43) =1—F(1,43) =1 — 0,924 = 0,076.

Do 7 sekund bude obslouzeno 7,6 % zakazniku.

Distribu¢ni funkce normalniho rozdéleni F(u) = L Lj e 2
\/2_72' —o0
u 0,00 0,01 0,02 0,03 0,04
1,2 0.885 0,887 0.889 0.891 0.893
1.3 0,903 0,905 0.907 0,908 0.910
1,4 0,919 0,921 0,922 [0:9247] 0,925
1,5 0,933 0.934 0.936 0.937 0.938

POZOR! Reseni daného prikladu bylo pouze nastinéno. Rozdil ve vysledcich je zpiisoben
nepresnosti pri zaokrouhlovani. Pro veSkeré dalsi vypocty budeme vyuzivat program IBM

SPSS, ktery nabizi presnéjsi a efektivnéjsi moznosti vypoctu.

Transform — Compute Variable — Function group CDF & Noncentral CDF

SPSS
— Functions and Special Variable Cdf. Normal

a) P(X<7)= 0076564

Target Variable: Numeric Expression:
aNormal - CDF.NORMAL(7.8.0.7)
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Pokracovani prikladu 4.7

b) P(X>9,5)= 0,016062

Target Variable: Mumeric Expression:
bMNormal - 1-CDF .NORMAL(9.5,8,0.7)

c) P(6 <X<95)=0,9818

Target Variable: Numeric Expression:
cNormal - CDF.NORMAL(9.5,8,0.7)-CDF.NORMAL(6.8,0.7)

& aNormal ¢ bNormal & cNormal
1 076564 016062 981800

V ptipadég, Ze provadime statistické Setfeni na celé populaci, jsme schopni piesné pomoci
popisnych statistik zjistit parametry jejiho chovani. V nésledujicim textu se budeme vénovat
pravdépodobnostnim rozdélenim ndhodnych veli¢in, které jsou odvozeny od normovaného
normalniho rozdéleni a vyuzivaji se ve statistickych postupech a metodach, jejichz soucasti jsou
induktivni usudky z vybéru populace.

V odborné literatufe jsou nize uvedend rozdéleni souhrnné nazyvana rozdélenimi
vybérovymi. Vybérova pravdépodobnostni rozdéleni vyuzivime ptredev$im pii odhadech
populacnich parametrll a pfi testovani statistickych hypotéz. Jestlize mame k dispozici vybér
z populace, na jehoz zakladé odhadujeme populaéni parametry, pfedpokladame, Ze v pfipadé
dalsiho vybéru z téZe populace se ndmi odhadované populaéni parametry budou liSit — jedna
se tedy o ndhodnou veli¢inu. Hodnoty uvedenych vybérovych rozdéleni jsou, stejné jako
hodnoty distribucni a kvantilové funkce normovan¢ho normdlniho rozdé€leni, tabelovany

z divodli matematické naro¢nosti vypoctu.

4.2.3 Chi-kvadrat rozdéleni

Chi-kvadrat rozdéleni (Pearsonovo y?-rozdéleni) je rozdéleni spojitych nahodnych veligin,
které se v matematické statistice vyuziva pfedevsim k testovani rozdéleni pravdépodobnosti

nebo k odhadu a testovani rozptylu ndhodné veliciny.

Oznaceni

X~ x*(v)
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Chi-kvadrat rozdéleni vznika jako soucet druhych mocnin nezavislych ndhodnych veli¢in

Uy, Us, ..., Uy, které maji normované normalni rozdéleni N(0,1).

n
©w) =) U2 (428)
i=1
Kde: U ..... je normovana normalni ndhodnd veli¢ina proi = 1,...,n,

.. pocet vzajemn¢ nezavislych normovanych velicin,

V ..... pocCet stupnili volnosti.

Pribeh této funkce (tvar rozdeleni pravdépodobnosti) je dan jednim parametrem, ktery se
nazyva pocet stupii volnosti v (fecké ny). Pojem ,pocet stupiii volnosti udava pocet
vzajemné nezavislych veli¢in. V piipad¢ testovani statistickych hypotéz (viz kapitola Testovani
hypotéz) slouzi pocet stupiiti volnosti jako parametr pro porovnani testového kritéria
s odpovidajicim rozdélenim. V takovém piipad¢ je vétSinou hodnota parametru urcena poctem

pozorovanych ndhodnych veli¢in, snizenym o pocet odhadovanych charakteristik.

Priklad 4.8

Vypocitejte 95% kvantil pro ndhodnou veli¢inu X, kterd pochazi z chi-kvadrat rozdé¢leni

o péti stupnich volnosti.

Transform — Compute Variable — Function group Inverse DF — Functions and

Special Variable Idf. Chisq

SPSS

5 Target Vanable: Mumenc Expression:
X~x695(5) = 11,07 [chikvadrat _  IDF.CHISQ(0 95 5)

Hustota pravdépodobnosti f(x) chi-kvadrat rozdéleni vybérové nahodné veliciny je
asymetricka funkce. S rostoucim poctem vzajemné nezdvislych normovanych veli¢in n > 30

je mozné chi-kvadrat rozdéleni aproximovat normovanym normalnim rozdélenim.

4.2.4 Studentovo #-rozdéleni

Studentovo t-rozdé€leni vznika jako podil dvou nezavislych nahodnych veli¢in: ndhodné
veli¢iny s normovanym normalnim rozdélenim N(0,1) a ndhodné veliCiny s chi-kvadrat

rozdélenim y?2(v).
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Oznacdeni
X~t)

Studentovo t-rozdéleni o v stupnich volnosti je definovano vztahem:

N(0;1)
() = —= (4.29)
Vxr) v
Kde: N(0;1) ..... ndhodna veli¢ina s normovanym normalnim rozdélenim.
X2 ... nahodna veli¢ina s chi-kvadrat rozd&lenim.
Vooriieaes pocet stupiili volnosti.

Velic¢ina Studentovo t-rozdé€leni je teoreticky odvozenad hodnota, kterd je v matematické
statistice zdkladem pro odhady a testovani populaénich priméra v ptipad€, kdy neznidme
skute¢nou variabilitu (populaéni rozptyl 02 nahodné veli¢iny). V takovém pitipadé vychazime

pii vypoétech z odhadovaného vybérového rozptylu (s?2).

Piiklad 4.9
Vypocitejte 90% kvantil pro ndhodnou veli¢inu X, kterd pochézi ze Studentova t-rozdé€leni
o patnacti stupnich volnosti.

Transform — Compute Variable — Function group Inverse DF — Functions and

SPSS Special Variable Idf. T

Target Variable: Numeric Expression:
Student - IDF.T(0.9.15)

X~to00(15) = 1,34

Hustota pravdépodobnosti f(x) Studentova t-rozdéleni vybérové nahodné veliiny je
symetricka funkce a jeji zvonovity tvar zavisi na poctu stupiiti volnosti vybérového souboru v.
S rostoucim poctem stupiitt volnosti se tvar Studentova pravdépodobnostniho rozdé¢leni

aproximativné pfiblizuje hustoté normovaného normalniho rozdéleni.

4.2.5 Fisher-Snedecorovo F-rozdéleni

Fisher-Snedecorovo F-rozdéleni pravdépodobnosti vznika jako podil dvou ndhodnych veli¢in
s chi-kvadrat rozd¢lenim.
Oznaceni

X"’ F(Vl; Vz)
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Fisher-Snedecorovo F-rozdé€leni je definovano vztahem:

2
x;(v)/v
F(vy,vy) = S (4.30)
Xz (1’72)/172
Kde: x2(v1), x%2(v,)..... ndhodné veli¢iny s chi-kvadrat rozdélenim,
Vy, Vy ..... pocty stupiii volnosti.

V matematické statistice se F-rozdéleni vyuziva predevSim pii testovani dvou vybérovych
rozptylii a dale napiiklad pfi testovani hypotéz o rovnosti stfednich hodnot ndhodné veliiny
X u vice nez dvou vybérovych souborii. Hustota pravdépodobnosti F-rozdé€leni je asymetricka

a jeji tvar je dan parametry dvou nezavislych nahodnych veli¢in.

Piiklad 4.9

Vypocitejte 95% kvantil pro ndhodnou veli¢inu, kterd mé pét a patnact stupiiti volnosti.

Transform — Compute Variable — Function group Inverse DF — Functions and

Special Variable Idf. F

SPSS

X~Fp95(5; 15) = 2,90 Target Variable: Numeric Expression-
' 3
' Fisfer _  IDF.F(0.95,5,15)
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Shrnuti kapitoly

Vybrana rozdé€leni diskrétnich nahodnych veli¢in.

Rozdéleni Parametr Opakovani Vypocet SPSS
Alternativni X~A(p) n=1 Bernpoulli(x,p, 1)
Geometrické X~Ge(p) n-krat/nezavisla Geom(x,p)
Binomické X~Bi(n,p) n-krat/nezavisla Binom (x,n,p)
Hypergeometrické X~Hg(N,M,n) n-krat/zavisla Hyper (x,N,n, M)
Poissonovo X~ Po(A) n-krat/nezavisla Poisson (p, A)

Vybrana rozdéleni spojitych ndhodnych velicin.

Rozdéleni Parametr Vypocet SPSS
Normalni (Gausovo) X~N(u, 02) Normal(x, u, 62)
Normované normalni X~U~N(0;1) Normal(x,0,1)
Chi-kvadrat X~N(0;1) ~ y*(v) Chisq(x,nu)
Studentovo & X~N(0;1), x2(v) ~ t(v) T(x,v)

Fisher-Snedecorovo F X~ y2(v), x2(vy) ~F(vy,v,)  F(x,vq,V3)
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4 Kontrolni otazky

AR

10.

11

12.
13.

14.
15.

Jakymi zpusoby se charakterizuje zakon rozdéleni diskrétni nédhodné veliiny
(matematickymi funkcemi a ¢iselnymi charakteristikami)?

Vysvétlete, co predstavuje ndhodna veli¢ina X u alternativniho rozdéleni a jaké ma
parametry.

Co udava nahodna veli¢ina X u geometrického rozdéleni?

V jakych ptipadech se fidi diskrétni nahodna veli¢ina binomickym rozdélenim?

Jaké parametry ma binomické rozdé€leni a co znamenaji?

Jaky je klicovy rozdil mezi hypergeometrickym a binomickym rozdélenim z hlediska
opakovani pokusi?

Co popisuje Poissonovo rozdéleni a jaké typy udalosti modeluje?

Co znazoriiuje Gaussova kiivka?

Jaké dva parametry charakterizuji normalni rozdéleni a co kazdy z nich vyjadiuje?

Popiste tvar hustoty pravdépodobnosti normalniho rozdéleni.

. Uved'te pravdépodobnostni intervaly ndhodné veli¢iny kolem stfedni hodnoty pro 10,

20 a 30 avysvétlete pravidlo +3 sigma.

Kdy se provadi standardizace ndhodné veli¢iny, co to znamena?

Jakeé jsou nejcastéji pouzivané kvantily normovaného normélniho rozdé¢leni
s pravdépodobnosti 90 %, 95 % a 99 %?

K ¢emu se vyuZzivaji vybérova pravdépodobnostni rozdéleni?

Co znamena aproximace rozdéleni.
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4 Priklady k procviceni

4.1 Rozdéleni diskrétnich nahodnych veli¢in

4.1.1

Z dlouhodobého sledovani vime, Ze méftici pfistroj se dopousti zavazné chyby pro 7%
méfeni, pficemz jednotlivda méteni jsou nezavisla.

a) Jaka je pravdépodobnost, ze pti dvaceti métenich nedojde k Zzadné chybé&? [0,2342]

b) Jakad je pravdépodobnost, ze pii dvaceti méfenich dojde maximalné¢ ke dvéma

chybam? [0,8389]

Ve tfid¢ 1.A je 18 chlapci a 10 divek.

a) Jaka je pravdépodobnost, Ze v ndhodné sestavené pétici zakd budou alesponn dva
chlapci? [0,9589]

b) Jaka je pravdépodobnost, Ze v ndhodné sestavené pétici zaki budou maximalni dvé
divky? [0,7722]

c) Jaké je pravdépodobnost, ze pifi ndhodném rozdéleni tfidy na dvé poloviny bude
v jedné poloviné pravé 10 chlapci? [0,2291]

d) Tti chlapci odesli na zachod. Jaka je pravdépodobnost, Ze v ndhodné sestavené pétici

zakl budou alespoii dva chlapci? [0,9359]

4.1.3 V ramci vyzkumu mezi kuiaky uvedlo 80 % dospélych, Ze zacalo kouftit pied dovrSenim

18 let. Uvazujte skupinu deseti ndhodné vybranych dospélych kutdkl a vypocitejte:

a) Pravdépodobnost, Ze pravé osm z nich zacalo koufit pfed osmnactym rokem?
[0,3019]

b) Pravdépodobnost, ze vice neZ osm z nich zacalo koufit pred osmnactym rokem?
[0,3758]

¢) Pravdépodobnost, Ze alesponi Ctyti z nich nezacali koufit pfed osmnéactym rokem?

[0,1209]

Zaci fotbalového klubu soutézi, kolik golti daji v piipads, Ze maji 10 pokusi.
Ptredpoklddand pravdépodobnost uspésného vstreleni golu je 0,75. Jakd je
pravdépodobnost, Ze jeden z ¢lent klubu da:

a) praveé 4 goly, [0,0162]

b) méné nez 3 gola, [0,0197]
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¢) vice nez 6 golu. [0,7758]

4.1.5 Na telefonni ustiednu pfijde béhem 8 hodin v priméru 360 zadosti o spojeni. Jaka je
pravdépodobnost, Ze béhem pfiistich 10 minut ptijdou:
a) 4 zadosti o spojeni, [0,0729]
b) nejvyse 4 zadosti o spojeni? [0,132]

4.2 Rozdéleni spojitych nahodnych veli¢in
4.2.1 Vyska dospélych muzi v urcité populaci ma normélni rozdé€leni s primérem pu =180 cm
a smérodatnou odchylkou 0=8 cm. Jaké je pravdépodobnost, Ze nahodn¢ vybrany bude

vyssi nez 190 cm? [0,106]

4.2.2 Bylo zjisténo, ze pramérny pocet odpracovanych hodin je u zdravotnického personalu
81,7 hod./tyden se smérodatnou odchylkou 6,9 hodiny. Pfedpokladejme, Ze se jedna
o ndhodnou veli¢inu s normalnim rozdélenim.

a) Jaké procento pracovnikl vykazuje pracovni dobu v rozmezi 70 az 90 hodin za tyden?

[0,8405]
b) Jaké je pravdépodobnost, ze nahodné vybrany pracovnik bude pracovat déle nez 95
hodin? [0,0269]
¢) Jaké procento zdravotnikt pracuje tydné méné nez 70 hodin? [0,0446]

4.2.3 Nahodna veli¢ina F ma Fisherovo rozdéleni F(12;7)
a) UrCete 5% a 95% kvantily nahodné veli¢iny F. [0,3432; 3,5746]
b) Urcete pravdépodobnost P(F < 4,666) [0,975]

4.2.4 Nahodna veli¢ina y? ma Pearsonovo rozdéleni y%(15).
a) Urcete dolni a horni kvartil ndhodné veli¢iny y? . [11,036; 18,245]
b) Urcete pravdépodobnost P(y? < 7,26) [0,0499]

4.2.5 Nahodna veli¢ina t méa Studentovo rozdéleni t(v).

a) Urcete 99% kvantily pro v = 4. [3,7469]
b) Urcete 99% kvantily pro v = 23. [2,4998]
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5 ZPRACOVANI DATOVEHO SOUBORU

Je-li stanoven jasny cil statistického zkoumani a je-li k dispozici pfislusny soubor statistickych
jednotek, zacina vlastni statisticka prace, kterou lze rozd¢lit do nékolika na sebe navazujicich
etap.

Prvni etapou je statistické zjistovani, které je zalozeno na ziskani tidajii o hodnotach znakt
sledovanych u statistickych jednotek (viz kapitola Teorie odhadu). Jedna se o jednu z velmi
dulezitych ¢innosti, nebot’ chybn¢ ziskané nebo neuplné tidaje nelze ve vétsing piipadi jiz nijak
ziskat nebo opravit. Vysledkem statistického zjisStovani jsou ve vétsiné pripadi neusporadané
kvalitativni a kvantitativni proménné, které postradaji fad a je velmi obtizné se v nich
orientovat. Pied aplikaci vypocetnich metod je proto potieba provést usporadani (sumarizaci)
a kontrolu téchto udaj, a to z hlediska formalniho, logického 1 pocetniho.

Ziskani ucelen¢ho ptehledu o datech a jejich zékladni uspofddani umoziuje dalsi etapa
statistické prace, a tou je statistické zpracovani, které je zalozeno na technikéach tfidéni,
tabelovani a grafickém znazornéni. Cilem grafického znazornéni je podat rychlou
a srozumitelnou informaci o studovaném jevu ¢i o vzdjemném vztahu vice jevi.

Hlavnim ukolem celého statistického zkoumani a také jednou z etap statistické prace
je vlastni statisticka analyza neboli rozbor, ktery vychazi z vystizného popisu zkoumanych
jevi na zakladé¢ vypocCtu elementarnich statistickych charakteristik. Statistickymi
charakteristikami nazyvame ciselné hodnoty, které ndm podavaji zékladni informaci
o vlastnostech datového souboru. Tyto statistiky mohou byt nejen pfedmétem vlastniho
cilem je urCeni statistickych zékonitosti a jejich vzajemnych souvislosti (napt. korelacni
analyza, regresni analyza atd.).

Posledni etapou statistické prace je slovni vyhodnoceni a porovnani ziskanych vysledki
o chovani sledovanych jevi s teoretickymi ptedpoklady a jejich prezentace pomoci vhodné
zvolenych grafii a tabulek. Pti formulovani zavéri a rozsahu platnosti dosazenych vysledkt
je dulezité neopomenout skute¢nost, Ze vzhledem k pravdépodobnostnimu charakteru
zkoumanych jevli neni matematicky mozné piesné vystihnout vSechny sledované vlastnosti
statistickych jednotek.

Vybér zpracovani statistickych dat a pocetnich postupt se vzdy odviji od typu proménnych
a jejich poc€tu. Presna klasifikace proménnych, které statisticky zpracovavame, je dilezita.

Pro kvantitativni proménné pouzivame jiné metody nez pro kvalitativni proménné. Nespravné
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definovani typu proménnych vede ke zkresleni vysledkii a cCasto také ke ztrat¢ informaci
obsazenych v datech.

V nasledujicim vykladu se podrobnéji zaméfime na popisnou statistiku (deskriptivni
statistiku). Popisna statistika je predmétem statistického zpracovani a zabyva se elementarnimi
metodami popisu vlastnosti (udajii, dat) statistickych jednotek ziskanych z popula¢nich nebo
vybérovych zjistovani. Elementarni metody popisu dat vtomto pojeti zahrnuji tfidéni,
tabelovani, grafické znazornéni a metody vypoctu ¢iselnych charakteristik.

Ciselny a graficky popis dat budeme dale uvadét s ohledem na jednotlivé typy proménnych,
ale bez ohledu na to, zda se jedna o zékladni nebo vybérovy soubor (popisujeme jen ziskana

data, neprovadime statistickou indukci — zobectiovani).

5.1 Tridéni, tabelovani a grafické znazornéni proménnych

Prvotni zpracovani ziskanych udaji spociva v rozttidéni hodnot jednotlivych proménnych
do tabulek rozdé€leni Cetnosti a grafického znadzornéni téchto rozdé€leni.

Ttidénim se rozumi rozdéleni statistického souboru do skupin podle hodnot jednoho nebo
vice tiidicich znaka. Je-li tfidici znak jeden, hovoii se o jednorozmérném rozdéleni ¢etnosti,

pii tiidéni podle dvou znakli pak o dvourozmérném rozdéleni Cetnosti.

5.1.1 Jednorozmeérné rozdéleni ¢etnosti

Absolutni ¢etnost n; predstavuje pocet opakovani hodnoty znaku v ptivodni fad¢ dat.

k
n1+n2+....+nk =Zni=n (51)
i=1
Kde: mn; .... absolutni ¢etnost vyskytu dané varianty znaku, proi=1, 2, 3, ..., k,

n ..... rozsah souboru.

Statisticky soubor ma n statistickych jednotek, u kterych sledujeme vlastnosti (znaky)
proménné X. Ciselné charakteristiky znakt tvoii neuspofadanou fadu hodnot x;, x5, X3, ..., X;,.
V této fad¢ je vSak pouze k rtiznych variant (kategorii) hodnot, ostatni se opakuji. Téchto
k rznych variant sefadime vzestupné do tabulky a kazdé z variant pfitadime cislo, které
predstavuje pocet opakovani hodnoty (Cetnost vyskytu dané varianty znaku) v ptivodni fadé

dat. Soucet Cetnosti musi byt vzdy roven rozsahu statistického souboru n.
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Relativni Cetnost p; udava, jaka Cast vySetfovaného souboru ma hodnotu znaku x;.
Relativni Cetnosti se pfi interpretaci vysledkd vyjadiuji vétSinou v procentech. Pro soucet

relativnich Cetnosti plati:

k
Pr+ D2 F D3t i D = Zpi =1 (5.2)
i=1

ni

pi =~ (5.3)

n

Kde: p; .... relativni ¢etnost, proi=1, 2, 3, .., k,
n; ... absolutni ¢etnost,

n ..... rozsah souboru.

Kumulativni Cetnosti predstavuji pocet statistickych jednotek s hodnotou znaku mensi

nebo rovnou x;. Kumulativni ¢etnost mize byt absolutni N;, tak relativni P;.

k
Nk =n; +ny, +ng+ it = Zni (54)
i=1
k
Pk= pl + pz + p3+ ----............+pk =zpl (5'5)
i=1

Kde: p; ..... relativni Cetnost, proi=1, 2, 3, ...., k,
n; .... absolutni ¢etnost,

n ..... rozsah souboru.

Vysledky tfidéni se zapisuji do tabulek (obr. 5.1), které se k tomu ucelu sestavuji.

Obrazek 5.1: Tabulka rozdéleni ¢etnosti

Varianta Absolutni Relativni Kumulativni absolutni Kumulativni relativni

znaku x; Cetnostn; Cetnost p; ¢etnost N; Cetnost P;
X1 ny P1 Nl =nq P1 =
xz le p2 N2 = Tll + nz P2 =] pl + pz
Yk M Pk Ny=mny + np+...4n,  Po=py + Do+ 4y
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Piiklad 5.1
Univerzitni knihovnu béhem jedné hodiny navstivilo 26 studentt. V nésledujici tabulce jsou
uvedeny pocty knih, které si studenti zapijcili.

4 2 3 4 1 2 5 4 5 4 2 3 4
1 1 1 1 1 4 2 3 4 1 2 5 4

Na zédklad¢ uvedenych tdajti vytvotime tabulku rozdéleni cetnosti.

Analyze — Descriptive Statistics — Frequencies — proménna Knihy do

SPSS _
okna Variable(s) - OK
_ ti_ *Untitled2 [DataSet1] - IBM SPSS Statistics Data Editor
& Lo File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help
1 4 = S o e et
2 2 HE e~ BLI0 A BFE 1060w ]
3 3 Name Type  Width Dec Label Values Missing Columns  Align Measure Role
4 4 1 Knihy Numeric |8 0 Pocet vypUljcenych knih |None None 8 HRight ¢ Scale ™ Input
5 1
6 2
7 5 Statistics
g : Potet wpljéenych knih
10 4 N Valid 26 . . L.
1 2 Missing 0 == Pocet vsech platnych jednotek = rozsah
12 : souborun
13 4
14 1
15 1 Pocéet vypujéenych knih P.
16 1 n: . i l )
17 1 i pl Cumulative
18 ] Frequency Percent Valid Percent Percent
;z ; valid 1 7 26,9 26,9 26,9
21 3 2 5 19,2 19,2 46,2
22 4 3 3 115 115 57,7
23 1
= 2 4 8 30,8 30,8 88,5
25 5 5 3 11,5 115 100,0
2 : Total 26 100,0 100,0

5.1.2 Intervalové jednorozmérné rozdéleni Cetnosti

Pii velkém mnoZstvi Gdajii (napf. tfidéni hodnot spojitych nebo diskrétnich znakli s mnoha
navzdjem ruznymi hodnotami) je pouziti tabulky rozdéleni cetnosti nepiehledné a jeji
vypovidaci schopnost je velmi mala. V tomto ptipadé¢ je vhodnéj$i pouzit intervalové
rozdéleni Cetnosti.

Intervalové rozdéleni Cetnosti ma své vyhody i1 nevyhody. Pfi konstrukci intervalového
rozdéleni Cetnosti dochazi k urcitému zjednoduSeni v tom smyslu, Ze se zachycuje Cetnost
intervalu misto zjisténych hodnot. Hlavni nevyhodou je vSak ztrata informace, ktera plyne
z agregace hodnot znakt u sledované proménné. V soucasné dobé¢, kdy dochazi ke zpracovani

dat pomoci statistickych programl a neni tfeba se obavat velkého mnoZzstvi Udajl, se toto
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rozdéleni vyuziva ptfedevsim pro zjednoduseni dané ulohy ¢i k vytvoreni kategorii pro dalsi
potieby zkoumani a rozboru dat.

Pro stanoveni poc¢tu intervald k neexistuje jednotny predpis. Ve statistické literatuie je sice
mozné nalézt doporu€eni pro ureni poctu intervalu, ale vzdy zalezi na rozhodnuti analytika
a cilech provadéného statistického Setieni.

Doporucend pravidla pro urceni poctu intervalt:

Sturgessovo pravidlo

k =1+33logn (5.6)
Yuleho pravidlo
k =+n (5.7)
Kde: k .....pocet intervald,
n ..... rozsah souboru,

log .. dekadicky logaritmus.

Tvar intervalového rozdéleni 1ze podstatné ovlivnit délkou intervali h. Obecné plati, ze
pii volbé prili§ malé intervalové Sife nebudou podstatné vlastnosti rozd€leni dostatecné
zietelné, protoze budou zastieny piitomnosti ndhodnych faktorti (ndhodnym kolisanim). Bude-
li naopak S§ife intervald pfili§ velkd, bude tvar vysetfovaného rozdé€leni patrny jen ve velmi

hrubych rysech a nevyniknou tak zakonitosti charakteristické pro dany soubor.
R
h = % (5.8)

Kde: k .....pocet intervalt,
R ..... variatni rozpeti > (Xpmax — Xmin)s
Xmin --- minimalni hodnota znaku,

Xmax--- maximalni hodnota znaku.

POZOR! Vzdy musi byt jednoznacné urceno, do kterého intervalu jednotku zaradit!

5.1.3 Graficka analyza

Nazornou piedstavu o studovaném souboru poskytuje grafické znazornéni ptislusného
rozdéleni Cetnosti. Grafické zobrazeni umoziiuje rychlou a piehlednou piedstavu o tendencich
a charakteristickych rysech analyzovanych proménnych, a také rychlou kontrolu sledovanych
udaji. Grafy (obr. 5.2) jsou rovnéz vhodnym prostfedkem pro prezentaci statistickych

vysledki. Volba vhodného typu grafu musi zohlediiovat typ zobrazované proménné.
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Spojnicovy graf (polygon) je jednoduchy a vSestranny nastroj pro grafické shrnuti hodnot
proménnych. Na vodorovnou osu (osa x) se vynasi jednotlivé varianty proménné v potadi od
»hejmensi do ,,nejveétsi a na svislou osu (osa y) prislusné hodnoty Cetnosti. Nejcastéji se
pouziva pro zobrazeni hodnot proménnych v zévislosti na Case t. Tento graf neni vhodny pro
zobrazeni diskrétnich proménnych.

Bodovy graf zobrazuje datové body bez propojovacich ¢ar. Je vhodny pro vizualizaci

kvantitativni diskrétni proménné, anebo pro grafické znazornéni vztahti mezi dvéma

proménnymi (viz nize Vicerozmérné rozdeleni Cetnosti).

Obrazek 5.2: Vybrané typy grafického znazorni dat

Vysecovy graf Sloupcovy graf

Barva notebooku

Wiemy
O stiibmy
Cleity
Dzay

Pocet zakaznikd

o 1 2z 3 4 5 & T & 8 W
Hodnoceni zakaznikem (body od 0-10)

Spojnicovy graf Bodovy graf

Cetnost
Cena notebooku v K&

500 600 .00 800 500 1900 1100
Vydrz baterie v hodinach

v o 10000 20000 30000 40000 50000

Doporutena cena v KE

Vysecovy graf (kolacovy) je graf, kde plochy kruhovych vyseci prezentuji ¢etnost vyskytu
jedné varianty proménné v poméru k souctu Cetnosti vSech variant. Jednotlivé vysece se
oznacuji nejen relativni Cetnosti, ale 1 Cetnosti absolutni, aby se ptedeslo chybné prezentaci
vysledkt Setfeni.

Sloupcovy graf mize nabyvat nejriznéjSich tvarii. Obvykle zobrazuje na ose x kategorie
promé&nné a na ose y hodnoty Cetnosti jejich vyskytu. Tento typ grafu se pouZiva predevSim
k zobrazovéni a srovnavani nespojitych, nomindlnich a ordinalnich proménnych.

Na rozhrani mezi tabulkami a grafy, a mezi zobrazenim zdrojovych dat a souhrnnych udajt
(napf. Cetnosti), se nachazi grafy, které nam poskytuji informace o rozdéleni Cetnosti a také
o zékladnich ¢iselnych charakteristikdich proménnych (napf. minimum, maximum, medidn

atd.). Patfi sem napiiklad box-plot a histogram. Jedna se o grafy, které fadime do ¢ésti popisné
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statistiky, nazyvané priizkumova (exploracni) analyza dat, které se budeme podrobng&ji

vénovat v dalsi kapitole.

5.2 Ciselné charakteristiky

Tabulka rozd¢€leni Cetnosti a jeji grafické znadzornéni je sice piechlednéjsi nez piivodni neutfidéna
fada cCisel, ale aby byly nékteré vlastnosti proménné 1épe patrné, musime informace o nich
koncentrovat do jediného (vhodného) Cisla, tzv. ¢iselné charakteristiky.

Statistickymi charakteristikami nazyvame ¢iselné hodnoty, které ndm podavaji zékladni
informaci o vlastnostech statistického souboru. Podle toho, jaké vlastnosti rozdéleni tyto
charakteristiky popisuji, je délime na charakteristiky polohy, variability a tvaru (Sikmost

a Spicatost).

Charakteristika polohy (lirovné) poskytuje zakladni informaci o daném rozd¢leni. Mira
polohy je takovéa hodnota ndhodné veli€iny, kolem které se soustted’uji vSechny ostatni hodnoty
nahodné veli€iny. Volba nejvhodnéjsi charakteristiky Urovné zavisi na vlastnostech
sledovaného rozdéleni a na uéelu, k némuZ chceme tuto charakteristiku pouzit. Casto

popisujeme polohu rozdé€leni n¢kolika charakteristikami polohy soucasné.

Charakteristiky variability (proménlivosti, rozptyleni) hodnot znaki jsou ¢isla, ktera
popisuji zriznych hledisek proménlivost sledovaného kvantitativniho znaku. Pokud
je variabilita hodnot znaku nizkd, potom pficiny, které ji zpisobuji, 1ze pokladat za nepodstatné
¢1 nahodné. Vysoka variabilita naopak znamend nevyrovnanost statistickych jednotek
z hlediska zkoumaného znaku. Vlivy, které toto kolisani zpusobuji, musime pokladat
za podstatné a provést jejich identifikaci.

Pokud uvazujeme o variabilité¢ jako o absolutnich rozdilech hodnot znakli od stfedni
hodnoty nebo od sebe navzajem, nazyvame ji absolutni variabilitou a méfime ji mirami
absolutni variace (napf. variacni rozpéti, rozptyl). V nékterych piipadech se vyskytnou
souvislosti, kdy absolutni vyjadieni a absolutni miry nejsou vhodné ke srovnani kolisani znaku.
Jde vétsinou o ptipady, kdy zkoumame variabilitu dvou nebo vice znaki, které se 1i$i trovni,
nebo znaki méfenych v nestejnych mérnych jednotkdch. V téchto ptipadech pouzivame
relativni charakteristiky variability, které méfi variabilitu pomoci vyjadieni nckteré

absolutni miry v poméru ke stfedni hodnot€ sledovaného znaku (napt. variacni koeficient).

Charakteristiky tvaru se obvykle pouZivaji spolecné s charakteristikami polohy

a variability a slouzi k popisu specifickych vlastnosti dat (miry nesoumérnosti). Piestoze
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statistické soubory maji stejnou Uroven a variabilitu znaku, mohou se pfesto od sebe odliSovat
tvarem rozdéleni Cetnosti.

Podle konstrukce se Ciselné charakteristiky d€li na momentové a kvantilové. Informace
uvedené v této &asti kapitoly jsou uzce propojené s kapitolou ,,Ciselné charakteristiky
nahodnych veli¢in®.

Pro ducely definovani zékladnich Cciselnych charakteristik (ne vSechny Cciselné
charakteristiky jsou vhodné pro vSechny typy proménnych) je potieba urcit jejich typ (viz
kapitola Zakladni pojmy). V nasledujicim textu budeme vychazet z rozdéleni proménnych
podle vztahi mezi jejich hodnotami. Podle tohoto hlediska rozliSujeme proménné

na nominalni, ordinalni a kvantitativni.

5.2.1 Ciselné charakteristiky nominalnich proménnych

Nominalni proménna nabyva rGznych, avSak rovnocennych variant hodnot znakl. Nelze
ji smyslupln¢ porovnavat ani setfadit (napi. pohlavi, barva, znacka auta). Hodnotami nominalni

proménné mohou byt slovni varianty (text) nebo ¢iselné kody.

MIRY POLOHY

Nejjednodussim a jedinou charakteristikou polohy u nominalnich proménnych je modus X.
Modus urcujeme v piipadech, kdy potiebujeme vystihnout nejtypictéjsi hodnotu znaku
x; daného souboru.

Jeho stanoveni je zaloZeno na urCeni modalni kategorie k, tedy kategorie, kterda ma
nejvyssi Cetnost. V piipad¢é asymetrickych rozdéleni je jeho nevyhodou, Ze necharakterizuje
polohu rozdéleni pfili§ ptesné. V praktickych ptikladech, kde je vyslednd hodnota znaku
ovlivnéna riznymi pomérné silnymi faktory, se stava, ze dané rozdéleni ma vice nez jeden

modus. Pak hovofime o vicemodalnim rozdéleni ¢etnosti.

MIRY VARIABILITY

Pti charakterizovani variability vychazime z koncentrace hodnot (hromadéni hodnot kolem
nekteré z variant proménné) v jednotlivych kategoriich. V piipad¢€, Ze popisovand nominalni
proménnd mé celkem k kategorii, jejichz Cetnosti jsou nq,n,,ns,...,ng, pak je mozné

k vypoctu miry variability pouzit:
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Varia¢ni pomér

V=1- pn, pro, V €(0,(k—1)/k) (5.9)
Kde:  ppo ... relativni Cetnost modalni kategorie.
_ Mo
Pro = — (5.10)

Kde: ny,, ... Cetnost modalni kategorie.

n...... rozsah souboru.

Vypocet miry variability u nominélnich proménnych mé vyznam pouze tehdy, pokud je
cilem vyzkumu porovnani vice nominalnich proménnych mezi sebou, anebo pokud provadime

porovnani u jedné proménné, ale mezi vice skupinami (vybéry).

5.2.2 Ciselné charakteristiky ordinalnich proménnych

Ordinalni (poradova) proménna je typickd tim, Ze u jejich hodnot vZdy existuje urcité
uspofadani. Jednotlivé varianty znakil je mozné setadit a vzajemné porovnavat, ale neni mozné

urcit velikost rozdilti mezi nimi (napf. zndmka ve skole, velikost odévu S, M, L).

MIiRY POLOHY
Polohu rozdé€leni u tohoto typu proménnych miizeme popsat pomoci vySe zminéného modu
nebo dal$i charakteristikou, kterou je median X.

Median je hodnota, ktera déli soubor na dvé poloviny. Padesat procent jednotek ma hodnotu
niz$i nez median a padesat procent jednotek ji ma vyssi nez median. Medidn je hodnota znaku
prostiedni jednotky souboru, pokud jsou jednotky uspotfaddany podle velikosti a rozsah souboru

je lichy. V ptipadé sudého poctu hodnot je median vypocitan jako aritmeticky primér dvou

stitednich hodnot.
Median
Lichy rozsah souboru X = an+1 (5.11)
Sudy rozsah souboru Xn + Xn
y F= 2 71 (5.12)
2

Kde: x; ... hodnota znaku, proi=1,2,3, ...., n

Medidn fadime mezi kvantilové charakteristiky, a pro uréeni miry polohy u ordinélnich
proménnych lze vyuzit i jiné kvantily rozdéleni, nejcastéji horni (¥,5) a dolni kvartil (%,5) (vice

viz kapitola Prizkumové analyza dat).
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MIRY VARIABILITY

Pro ur¢eni miry variability ordindlnich proménnych mtizeme pouzit:

Interkvartilové rozpéti

IQR = X, — X5 (5.13)
Ordinalni rozptyl
dorvar = 2Y% . P,(1—P,), pro Dorvar € (0, (k — 1)/2) (5.14)
Kde: P;...... kumulativni relativni ¢etnosti, proi = 1,2, ...., k.

Normalizovany ordinalni rozptyl

dorvar
(k-1)

norm.dorvar = 2 — , pro nom.dorvar € (0; 1) (5.15)

Kde: p;...... relativni Cetnosti jednotlivych kategoriiproi = 1,2, ..., k.

5.2.3 Ciselné charakteristiky kvantitativnich proménnych

Kvantitativni proménné, neboli ¢iselné proménné, jsou vzdy méfitelné. Lze s nimi provadét
bézné matematické operace a vyhodnocovat je pomoci vétSiny metod popisné statistiky. Délime

je na diskrétni (naptiklad pocet studentl) a spojité (napiiklad piijem).

MIRY POLOHY

Pro popis diskrétni kvantitativni proménné mizeme vyuzit jiz vySe uvedeny modus
a median. U spojitych kvantitativnich proménnych je pro urc¢eni polohy rozdéleni vhodny
pouze median. Vypocet modu z nesetfidénych spojitych dat neposkytuje smysluplnou
interpretaci.

Ciselné charakteristiky, které pouzivame u obou typi kvantitativnich proménnych, jsou
pruméry. V popisné statistice se nejcastéji pouziva prumér aritmeticky. Dalsi dva niZe
uvedené primeéry, harmonicky a geometricky, se vyuZivaji pfedev§im v pokrocilejSich
metodach statistickych analyz (analyza ¢asovych fad, indexni analyza).

Pro vSechny tyto charakteristiky je spolecné, Ze jsou urCovany na zdkladé¢ vSech
naméfenych hodnot znaku x. Tato vlastnost zpisobuje, ze priméry jsou citlivé na hodnoty
znakl, které se od ostatnich hodnot vyrazné liSi (odlehla pozorovani). U soubord s malym
rozsahem muzZe odlehlé pozorovani zna¢né zkreslit vyslednou hodnotu.

V ptipadech, kdy soubor dat obsahuje hodnoty, které se vyrazné lisi, je u kvantitativnich
charakteristik vhodngj$i k ur€eni miry polohy zvolit median, jehoz velkou vyhodou

je robustnost. Robustnost ¢iselnych charakteristik obecné spociva v tom, Ze vypoctené hodnoty
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nejsou ovlivnény odlehlymi hodnotami. Medidn se tak casto pouziva v ptipadech, kdy
kvantitativni proménna ma silné zeSikmeni ¢i extrémni hodnoty.

Uvedené vztahy ilustruje obrazek 5.3. Prvni obrazek predstavuje symetrické rozlozeni
udajt, ve kterém se vSechny zékladni charakteristiky polohy sobé rovnaji. Druhy obrazek
znédzornuje piipad pravostranné nesoumérnosti dat, kdy pievazuji hodnoty nizs$i nez aritmeticky
primer.

Obrazek 5.3: Grafické znazornéni charakteristik polohy

Modus
n, Modus Median — robustni mira polohy
0,040 t1edis n, |
Me:dlavn 0.08 |
0,035 Primér )4 _~ Primér —» citlivy na
0,030 0,04 : odlehla pozorovani
0,025
0,020 0.03
0,015 0.02
0,010
0,005 0,01
X
0,000 '
0 20 40 60 80 100 0.00 HER . . ' x
40 60 80 100 120"
Symetricke rozloZeni Asymetrické rozloZeni

Aritmeticky primér X charakterizuje stfed polohy rozdéleni. Je to nejcastéji pouzivana
mira polohy, kterd vychdzi z definice prvniho obecného momentu nahodné veliciny X (viz
kapitola Ciselné charakteristiky nahodnych veli¢in). Aritmeticky pramér je definovan jako
soucet vSech naméfenych hodnot x4, x5, x5, ...., x,, déleny celkovym rozsahem souboru n.

X1 +x, +x3+--+Xx, ?zlxi (516)

Prosta forma X = =
n n

Kde: x; ... hodnota znaku, proi=1,2,3,....,n,

n ... celkovy rozsah souboru.

k
k
Vazena forma ¢ Kmtagme ok DX (5.17)
X = = = Xi Di .
ng+ ny, + -+ ny n

i=1

ini —n (5.18)

i=1

Kde: x; ... hodnota znaku nebo stiedy intervali hodnot (aritmeticky primér meznich
hodnot znakll), proi=1, 2,3, ...., n,

n; ... absolutni ¢etnost znaku v jednotlivych kategoriich, proi=1, 2,3, ...., &,
p; -.. relativni Cetnost znaku v jednotlivych kategoriich, proi=1, 2, 3, ...., &,

k ... pocet kategorii.
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V praxi se mizeme dostat do situace, kdy je tieba urcit aritmeticky primér z intervalového
rozde€leni (setfidéné udaje), aniz bychom znali piivodni fadu hodnot nebo aritmetické praiméry
intervali. V takovém piipad¢ intervalové prumeéry ,,odhadujeme. K tomu je vSak zapotiebi
splnit urcity piredpoklad o rozdé€leni hodnot znaku uvnitt intervall. Nejcastéji predpokladame,
ze je toto rozdéleni symetrické, a pro vypocet aritmetického priméru odhadujeme stiedy
intervalll. Celkovy aritmeticky primér pak vypocitame jako vazeny aritmeticky pramér stfedi
intervali. Musime si vSak uvédomit, Ze takto ziskana hodnota piedstavuje presnou hodnotu
aritmetického priméru pouze v ptipad¢, ze skute¢né aritmetické primeéry intervall jsou totozné
se stfedy intervalli, nebo ze se chyby vznikl¢ asymetrii rozdéleni kompenzuji.

Obecné se odhad aritmetického priméru vypocitany pomoci stfedd intervali muze
od skutecné hodnoty aritmetického priiméru lisit az o polovinu prumérné délky intervala (maji-

li vSechny intervaly stejnou §if1).

Vlastnosti aritmetického priméru

Soucet odchylek jednotlivych hodnot od priméru je roven nule.

Z(xl- —%)=0 (5.19)
i=1

Soucet ¢tvercti odchylek jednotlivych hodnot znaku od jejich priméru je vzdy mensi nez

soucet Ctvercl odchylek téchto hodnot od libovolné jiné hodnoty A = x.
n n
Z(xi—f)z <Z(xl- A% A%« (5.20)
i=1 i=1

Pti¢teme-li ke vS§em hodnotam znaku libovolnou kladnou nebo zapornou konstantu, zvysi
se nebo snizi primér o tuto konstantu.
Vazeny aritmeticky primér se nezméni, pokud nasobime véahy (tj. Cetnosti) libovolnou
konstantou riiznou od nuly.
Transformujeme-1i hodnoty ptivodniho znaku X na hodnoty znaku Y tak, ze y; = ax; + b,
i = 1,..,n, kde a,b jsou libovolné konstanty (a # 0), pak priméry obou znakd splnuji
relaci.
y=ax+b (5.21)
Aritmeticky primér souctu znakll X a Y se rovna souctu aritmetickych primért téchto
znakl pfi stejnych rozsazich soubort.
X+y=x+y (5.22)

Nevyhodou aritmetického priiméru je jeho citlivost na odlehla pozorovani.
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Harmonicky primér X je definovan jako podil rozsahu souboru a souctu pfevracenych
hodnot znaku. Pouzivd se v situacich, kdy je potfeba zohlednit vdhu hodnoty sledované
proménné. Vyuziti harmonického primeéru ve statistice je pfedev§im v indexni analyze, kdy
se pocita prumér z veliCin vyjadienych podilem (naptiklad cenové indexy).

n n

Xy = =
1. 1 .1 ¢n 1 (5.23)
X1 + Xy + + Xn

i=1x_i

Harmonicky primér nepouzivame v ptipad¢, Ze se v souboru dat nachdzeji nulové hodnoty.
Interpretace jeho vysledkii je komplikovanéjsi vzhledem k povaze vstupnich proménnych

(podil hodnot).

Geometricky priumér X; je statisticka velicina, ktera je definovana jako n-td odmocnina
soucinu nezapornych realnych c¢isel. Jeho hodnota neni (na rozdil od aritmetického priméru)

vyrazné ovlivnéna odlehlymi hodnotami ze souboru dat.

(5.24)

V analyze ¢asovych fad se geometricky primér vyuziva pro vypocet praimérného tempa ristu.

MIRY VARIABILITY
Miry variability vyjadiuji rozmisténi hodnot dané proménné okolo stfedni hodnoty. K popisu
miry rozptylenosti pouZivame dvé skupiny charakteristik — miry absolutni variability a miry

relativni variability.

ABSOLUTNI miry variability
Absolutni miry variability popisuji proménlivost statistického souboru ve stejnych mérnych
jednotkach, v jakych je zaznamenana statistickd proménna.

Variac¢ni rozpéti R je nejjednodussi mirou absolutni variability. Varia¢ni rozpéti vyjadiuje

Sitku intervalu, v némz se pohybuji jednotlivé hodnoty sledované¢ho znaku.
R = Xmax — Xmin (5.25)

Kde: x,,ip... minimalni hodnota znaku,

Xmax - -- maximalni hodnota znaku.

Vyhodu varia¢niho rozpéti je velmi jednoduchy vypocet. Neni to vSak charakteristika ptili§

vhodné pro nehomogenni soubory, protoze odlehlé krajni hodnoty, vzhledem k ostatnim
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hodnotdm, zvySuji hodnotu varia¢niho rozpéti. Jeji nevyhodou je také to, ze poskytuje jen hruby
a predbézny odhad variability.

Rozptyl S? je zakladni mirou variability. M&f soudasné variabilitu hodnot kolem
aritmetického primeéru a variabilitu ve smyslu vzajemnych odchylek jednotlivych hodnot
znaku.

Ziy O = )7 (5.26)
n

Prosta forma §2 =

Kde: x; ... hodnota znaku,proi=1,2,3,....,n,
X .... aritmeticky primeér,

n ... celkovy rozsah souboru.

k

k
n_ X: — f 2, n;
VaZena forma §2 = 2iz (% n) - = E (x; — %) *p; (5.27)
=171 i=1

Kde: Xi ... hodnota znaku nebo stiedy intervald hodnot (aritmeticky primér meznich
hodnot znaktll), proi=1,2, 3, ...., n,
n; ... absolutni ¢etnost znaku v jednotlivych kategoriich, proi=1,2,3, ..., &,
p; -.. relativni ¢etnost znaku v jednotlivych kategoriich, proi=1,2, 3, ...., &,

k ... pocet kategorii.

Vlastnosti rozptylu
JestliZze se ke vSem individualnim hodnotdm znaku pficte nebo odecte konstanta A, rozptyl se
nezméni.

Jestlize se vSechny individudlni hodnoty znaku nasobi nebo vydéli konstantou 4, je rozptyl
pocitany z upravenych hodnot A2%- krat vétsi (nebo mensi) neZ rozptyl pocitany z ptivodnich
hodnot.

Rozptyl je minimélni primérnou ¢tvercovou odchylkou, coz znamend, Ze rozptyl kolem
libovolné hodnoty a (A # X) znaku X je vzdy vétsi, neZ rozptyl kolem aritmetického priméru.

Je-1i znak konstantni, je rozptyl roven nule. Rozptyl proménlivého znaku je vzdy kladny.

Vyse uvedené vzorce pro vypocet rozptylu (5.28; 5.29) se pouzivaji jen v popisné statistice
obecné k urceni promeénlivosti statistického souboru. Pokud vSak provadime statistické
usuzovani a odhadujeme rozptyl nezndmé nahodné veliiny z vybeérového souboru, je nutné

pouzit upraveny vzorec pro zobecnéni, tzv. vybérovy rozptyl. Takto vypocteny vybérovy
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rozptyl je nestrannym odhadem skutecné hodnoty rozptylu nezndmé nahodné veliCiny (viz

kapitola Teorie odhadu).

Obrazek 5.4: Grafické znazornéni Cetnosti proménnych odliSnych ve variabilité N(0,1)

T(x]
0,7 N (0; 1)
N N (0; 0,49
0.6 i ( )
. ‘; s N(0:4)
.5 1
[ N (—3;0,36)
0,4 Py
: 1
1
0,3 i
il 1
0,2 o
! \
1
0,1 :

0,0 = T
-75 =50 =25 0.0 2,5 50 7.5

Rozptyl se obvykle nepouziva k pfimému méteni variability, ale jako charakteristika, ktera

jednotek hodnot sledovanych proménnych. Pfi praktickém rozboru variability pouzivame
smérodatnou odchylku.

Smérodatna odchylka S je nejpouzivanéjsi charakteristikou variability, kterda je
definovana jako kladné druhd odmocnina rozptylu. Rozmér (jednotky) smérodatné odchylky je
stejny jako rozmér veliciny, coz je jeji hlavni vyhodou oproti rozptylu.

U souboru s normalnim rozdélenim cetnosti plati, ze v urcitych intervalech, které jsou dany
nasobky smérodatné odchylky kolem aritmetického primeéru, je urcitd ¢ast hodnot sledované
nahodné veli¢iny (viz kapitola Ciselné charakteristiky nahodnych veligin).

G52 (5.28)

RELATIVNI miry variability

Miry relativni variability jsou bezrozmérna ¢isla, obvykle se udavaji v procentech. Umoznuji
srovnavani variability proménnych, které jsou vyjadiené v riznych mérnych jednotkach.
Variacni koeficient V je definovan jako pomér smérodatné odchylky a priméru. Neni
ovlivnén absolutnimi hodnotami sledovaného statistického znaku. Je vhodny pro porovnavani
variability dvou ¢i vice souborti s odliSnou Urovni hodnot (napf. variabilita pifijml
v K¢ s variabilitou objemu produkce v kg). V takovychto ptipadech mira variability odstraiiuje

vliv obecné urovne danych hodnot.

-100 (5.29)
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MIRY TVARU
Mezi charakteristiky tvaru rozdéleni, které jsou zalozené na momentovych charakteristikach,
patii koeficienty Sikmosti a $picatosti, které byly podrobné popsany v kapitole Ciselné
charakteristiky nahodnych veli¢in. Zde si pro pfipomenuti uvedeme jejich definici a mezni
hodnoty.

Koeficient Sikmosti m3 popisuje soubor hodnot proménné z hlediska koncentrace nizkych
a vysokych hodnot v porovnani se symetrickym rozdélenim cCetnosti. Vyjadiuje asymetrii

rozlozeni hodnot proménné kolem jejiho praméru (obr. 5.5).

n . X; — X 3
Ms = (n—l)(n—Z);( 3 ) (5-30)
Kde: x; ... hodnota znaku, proi=1,2,3,....,n,
X .... aritmeticky prameér,
S .... smérodatnd odchylka,
n .... celkovy rozsah souboru.

Obrazek 5.5: Grafické znazornéni Sikmosti

ftx) mz > 0 - my < 0 Nulova gikmost

Zaporna Sikmost

0,08

Kladna Sikmost
0,06

0,04

0,02

0,00

-20 -10 0 10 20 X

Sikmost rozdéleni posuzujeme nasledovné (obr. 5.5):

mz = 0 = nulova Sikmost (znamené symetrické rozdéleni hodnot nalevo a napravo od
stitedni hodnoty),

mz > 0 = kladnd hodnota signalizuje levostrannou (odtud kladnou) asymetrii.
To znamend vys§i koncentraci podprimérnych hodnot v porovnani s koncentraci hodnot
nadprimérnych, pfevazuji zde hodnoty mensi nez primer,

mz < 0 = zaporna hodnota vypovidd o pravostranné (a tedy zaporné€) asymetrii.
To znamend vys$si koncentraci nadprimérnych hodnot v porovnani s koncentraci hodnot

podprimérnych, ptevazuji zde hodnoty vétsi nez pramer.
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Koeficient Spicatosti m, popisuje soubor hodnot sledované promeénné z hlediska

koncentrace hodnot v souboru kolem stedni hodnoty.

Kde:

Rl

S U R

my =

nn+1)

(n-Dm-2)(n-

.. aritmeticky primér,

.. smérodatné odchylka,

.. celkovy rozsah souboru.

.. hodnota znaku, proi=1, 2, 3, ....

> 1,

525

(5.31)

Korigovany koeficient Spicatosti m, umoziiuje porovnat rozdéleni sledované proménné

s normalnim pravdépodobnostnim rozdélenim (obr. 5.6).

3(n—1)2

n - 4
e = B nn+1) z(xi—x)
R R R CER) VAR
1=
Kde: x; ... hodnota znaku,proi=1,2,3,....,n,

S U R

.. aritmeticky prumér,

.. smérodatné odchylka,

.. celkovy rozsah souboru.

Obrazek 5.6: Grafické znazornéni Spicatosti

T (m-2)(n-3)
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— Kladna $picatost

— Zaporna Spicatost

Spicatost rozdéleni posuzujeme nasledovné (obr. 5.6):

(5.32)

kurt = 0 = nulova S$picatost. Nulova hodnota koeficientu S$picCatosti znamenda, ze

rozdéleni proménné ma tvar Gaussovy kiivky — odpovida normalnimu rozdé€leni,



kurt > 0 = kladna $picatost znamena, Ze vétSina hodnot ndhodné veli€iny leZi blizko jeji
sttedni hodnoté. Kfivka rozdéleni ndhodné veli¢iny je Spicatéjsi a hlavni vliv na rozptyl maji
malo pravdépodobné odlehlé hodnoty,

kurt < 0 = zaporna SpiCatost znamend, ze rozde¢leni je rovnomérnéjsi a jeho kiivka je

plossi.

Priklad 5.2
Na zaklad¢ datové matice ,, Notebooky “ o rozsahu 150 jednotek, kterou naleznete v kurzu
v Moodle, budeme prezentovat zakladni zpracovani dat pomoci metod z popisné

a pruzkumov¢ analyzy dat.

Datovy soubor obsahuje celkem 16 proménnych, které miizeme rozdélit nasledovné:
1 slovni proménna: znacka notebooku.
1 identifika¢ni proménna: ID notebooku.
7 kvantitativnich proménnych: cena, uhlopfticka apod.

7 kvalitativnich proménnych: barva, graficka karta apod.

Tento vzorovy piiklad ndm pomuze nejen Iépe porozumét vlastnostem datového souboru,
ale zaroven poslouzi jako zéklad pro procvi¢ovani a demonstraci dal§ich metod, se kterymi

se budeme v priibéhu kurzu seznamovat.

T@ *Notebook.sav [DataSet1] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Analyze Graphs  Utilities Extensions Window Help

H L%] g r ?: f— ﬁ _H' ;.'i % j i 4 ':\{“‘ E‘ |Qf~ea|:h application

Name Type Width  Decimals Label Values Missing Columns  Align Measure Role

1 d Numeric |8 0 Identifikaéni ¢islo None None 8 Right |¢” Scale ™ Input
2 Znatka String 9 0 Znatka notebooku None None 9 &5 Nominal | ™ Input
3 Hmotnost Numeric |4 2 Hmotnost (kg) None None 12 & scale ™ Input
4 Uhlopficka Numeric |2 0 Uhlopfitka (palce) None None 12 = & scale ™ Input
5 Baterie Numeric |5 2 Vydrz baterie (hod) None None 12 = & Scale ™ Input
6 Hodnoceni MNumeric |8 0 Hodnoceni zakaznikem (body od 0-10) |None 999 13 = & scale ™ Input
7 Vykon Numeric |8 0 Vykon procesoru (GHz) None None 8 = & scale ™ Input
& Cena Numeric |5 0 Cena notebooku (KE) v prodejné None 999 12 = & Scale ™ Input
9 Doporufena_cena |Numeric |8 0 Doporuéena cena vyrobcem None None 16 = & scale | ™ Input
10 RAM Numeric |8 0 Velikost operatni paméti {1, do 4GB...|None 8 = Jll ordinal | Input
11 Klavesnice Numeric |1 0 Numericka klavesnice {1,ano}.. |Mone 12 = &> Nominal | ™ Input
12 Barva Numeric |8 0 Barva notebooku {1, Cerny}  |None |8 = & Nominal | Input
13 Displej Numeric |8 0 Typ displeje {1, Matny}... None |8 = &5 Nominal | Input
14 Obraz Numeric & 1] Technologie obrazu {1, IPS dis... |None 8 = &5 Nominal | ™ Input
15 Grafika Numeric 8 0 Graficka karta {1, Integro__ |None 8 = & Nominal | Input
16 Material Numeric |8 0 Materidl z jakénho je vyrobeny ram NB  |{1, plast}... |None 9 = & Nominal | Input

93




Pokracovani priklad 5.2
Nyni se budeme podrobnéji vénovat zpracovani jednotlivych typli proménnych.

a) V prvnim kroku se zaméfime na zpracovani nominalni proménné ,,Barva‘.
gpsg  Analyze — Descriptive Statistics — Frequencies — proménna Barva do okna

Variable(s) — Statistics — Continue — Charts — Continue — OK

ta
Vanable(s) s E
& \dentifika&ni &islo .. ~ & Barva notebooku (B i
Ja Znatka notebook Q Frequencies: Statistics X
& Hme
& Uhlo Vanable(s) Percentile Values Central Tendency
& Vya & Banva notebooku [B [JQuartiles | OMean
& Hod ] Cut points for equal groups  [] Megian
& Vx| #3 Frequencies: Charts - [] Percentile(s) [ Mode
& Cen: s [Jsum
Displ:| Chart Type les
O Ngne 1 DRt
O Bar charts g
® Pie charts
: 4 [[] values are group midpoints
O Histograms
D Dispersion Distnbution
[C]Std. dewiation [_] Minimum [[] Skewmess
Chart Values [[] Vanance [ Maximum [[] Kurtosis
@ Erequencies O Percentages [JRange [JSE mean
Reseni
Statistics
Barva notebooku Barva notebooku Méemy
N Walid 150
Missing 0
Mode 1
Barva notebooku
Cumulative
Frequency Percent  Valid Parcent Parcent
Valid Camy 82 54,7 547 54,7
Stiibrmy 49 327 327 873
Bily 11 7.3 7.3 947
Zlaty ] 53 53 100,0
Total 150 100.0 1000
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Pokracovani priklad 5.2
b) V druhém kroku se zaméfime na zpracovani ordinalni proménné ,,Ram".
SPSS  Analyze — Descriptive Statistics — Frequencies — proménnd Ram do okna

Variable(s) — Statistics — Continue — Charts — Continue — OK

@
| Wanable{s) :I
| J"thumﬁka (palce). . ~ £l Velikost operatnip... m I
& Viydrd be-—- - 1 H3 Frequencies: Satistics H
& Hodnoct Ia"aqul Statistics... | [
: & \ykon p d Velikost operatni p. m ) Percentile Values Central Tendancy
i & Cona (K [ Quartiles [ mean
i i :mnc ﬁ Frequencies: Charts w [ Cut points for equal groups EMEﬂaﬂ
i
I & T:.l::m: [ Bercentileds) [ Mgde
{ Chart Type Add O sum
| B Display ) Mgne
] === ey Change
i (@ Bar charts
I [ ) Ramave
I 73 O Pie charts
: ;! © Histograms [ values are group midpoints
£
1 5.0 D Dispersion Distribution
1 T - []51d. deviation [ ] Minimum [ Skewmess
' L C@ gilol - [J¥arance  [] Maimum [ Eurtosis
' B, Erequencies O Pergentages
. 8 [J Range [sSE mean
' T Continue . Cancel . Help C I Help .
: 5 [ Cancal [ Help ]  conirue |
Reseni

Velikost operaéni paméti

Velikost operacni paméti
N ROZSAH SOUBORU Valid 150
e 0
Median MEDIAN 3,00 . 2a bo%
24, 37
Mode MODUS 3 )
Percentiles. KVARTIL 25 %o 2,00 i
50 X5y 3,00 :

=

8

4

Frequency

LB

75 %or 4,00 do AGB vnnc:z n;é 8 VB.CGQB n:lt v:ost;aé 16 vice mi 32
16GB
Frequency.  Percent Yalid Percent Cumulative Bercent
Absolutni Relativni  Relativni éetnost Kumulativni
Velikost operaéni paméti éetnost cetnost z platnych jednotek cetnost
n; Pi bi Py
Valid do4 GB 14 9,3 9,3 9,3
vice nez 4 GB aZ 8 GB 37 24,7 24,7 34,0
vice neZ 8 GB aZ 16 GB 42 28,0 28,0 62,0
vice nez 16 GB aZ 32 GB 39 26,0 26,0 88,0
vice neZ 32 GB 18 12,0 12,0 100,0
Total 150 100,0 100,0
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Pokracovani priklad 5.2

c) Ve tfetim kroku se zaméfime na zpracovani kvantitativni proménné ,,Cena*.

gpgg Analyze — Descriptive Statistics — Explore — do okna Dependent List:

proménnd Cena — Plots — Normality plots with tests — Continue — OK

i@ Explore X
y . = D;i:;sam List:
&4 Znatka
gimﬁ;f&iﬁ @ Explore: Plots X
g Eze”e . Boxplots Descriptive
& Vﬂg:cem @ Eactor levels together [] Stem-and-leaf
& Doporutena_cena O Dependents together Histogram
4l RAM O None
@ 1einrminn ~
Display Mormality plots with tests
@ Both O Statistics | Spread vs Level with Levene Test
. @® None
Ok [ O Power estimation
QO Transformed Power: |[Nattrallog
O Untransfarmed
)
Reseni
Statistic Znaceni
Cena Mean PROMER 2149244 +———X
95% Confidence Lower Bound 20052,37
Interval for Mean Upper Bound 22932,51
5% Trimmed Mean 2132544 -
Median MEDIAN 22179504 X
Variance ROZPTYL 79666921,3 ¢——G2
Std. Deviation SMERODATNA ODCHYLKA 8925633 ¢+——__ §
Minimum 4365
Maximum 45776 R
Range VARIAGNI ROZPETI 41411 *——-—""; R
Interquartile Range  INTERKVANTILOVE ROZPETI 13154 4— Q
Skewness SIKMOST 144 «——
Kurtosis SPICATOST ~453—kurt
Tests of Normality
Kolmogorov-Smirnoy Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Cena 048 150 200 983 150 069
Histogram
» Normal Q-Q Plot of Cena notebooku (K¢&) v prodejné BOX-PLOT
3
. . . I
1
[
K -
2 e
B 1
0 10000 20000 30000 40000 o 10000 20000 20000 0000 50000

Cena notebooku (KE) v prodejné

Observed Value

Cena notebooku (K&) v prodejné
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5.3 Priazkumova analyza datovych soubori

Prizkumova analyza (EDA — Exploratory Data Analysis) umoziuje popsat dilezité vlastnosti
datového souboru stejné jako statistika popisnd. Rozdil mezi prizkumovou a popisnou
analyzou neni tolik v pouzitych metodach, jako ve formé jejich zpracovani.

Cilem pruzkumové analyzy je popsat statistické zvlastnosti dat a ovéfit predpoklady
o vybéru, ze kterého pochazeji. VétSina postupti prizkumové analyzy dat je zalozena na
zakladnich popisnych charakteristikach a na grafickych metodach, které 1ze efektivné provadét
pouze s pouzitim statistickych programti.

K popisu dat se vyuzivaji predev§im robustni kvantilové charakteristiky, jejichz zakladem
je poradkova statistika, ktera pracuje s vzestupn¢ setazenymi hodnotami datové proménné.

Robustnost metody lze vyjadrit jako odolnost metody vii¢i malym zménam ¢i odchylkam
v postupu nebo v parametru modelu. U robustnich metod neni vliv vybocujicich hodnot na

vysledky analyzy tak vyrazny. Robustnost poskytuje informaci o spolehlivosti modelu.

Cim je metoda odolnéjsi proti vlivu chyb, tim je robustn&jsi.

5.3.1 Statistické zvlastnosti dat

Nejprve se zaméfime na grafické metody prizkumové analyzy dat, které jsou zaméfeny na
identifikaci vybocujicich pozorovani a stupné rozlozeni Sikmosti a Spicatosti dat.

Histogram je jeden z nejpouzivangj$i nastroji prezentace kvantitativni proménné (obr.
5.7). Kazdy sloupec a vyska tohoto sloupce v histogramu znazornuje Cetnost vyskytu dan¢ho
znaku. Narozdil od sloupcového grafu, v némz jsou pii zobrazovani ¢etnosti kategorii pro jednu

promé&nnou sloupce oddélené, jsou v histogramu sloupce umistény tésné vedle sebe.

Obrazek 5.7: Histogramy
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U diskrétni proménné je na vodorovné ose znazornéna Cetnost vyskytu vztazend k varianté
znaku sledované proménné. U spojitych proménnych jsou na vodorovné ose znazornény stejné
Siroké, vzajemné navazané (disjunktivni) intervaly sledované proménné (pravidla pro stanoveni
poctu intervali vztahy 5.5 a 5.6). Nevyhodou tohoto grafu je, Ze v ptfipadé nevhodného
stanoveni poctu intervalll (sloupctll) jsou jeho interpretaéni moznosti zna¢né omezené.

Vyhodou histogramu je jeho jednoduchost, nékdy nam vsak chybi informace o konkrétnich

hodnotach proménné.

Grafem, ktery je doplnén o zakladni ¢iselné charakteristiky je box-plot neboli krabicovy
graf. Tento graf zobrazuje data ve tvaru obdélnikové krabice, ktera je dopln€na tzv. vousy

(obr. 5.8).

Obrazek 5.8: Box-plot
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100
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Jednotlivé casti krabicového grafu odpovidaji péti¢iselnému souhrnu kvantilovych
charakteristik (minimum, maximum, medidn, dolni a horni kvartil), které podavaji rychlou
a prehlednou informaci o poloze, variabilit¢ a pfipadném asymetrickém rozlozeni hodnot
zkoumaného statistického souboru.

Horni hranice krabice je ohrani¢ena 75% kvantilem a dolni hranici tvoii 25% kvantil.
Tyto dva kvartily odpovidaji kvartilovému rozpéti, které ohranicuje 50 % pozorovanych
udajii. Z hodnot kvartili Ize usuzovat na velikost variability zobrazeného souboru, pocetné
vyjadienou interkvartilovym rozpétim (vztah 5.15). Uprostied krabice je bodem nebo
svislou pri¢kou oznacen median, tedy 50% kvantil.

V pfipadé symetricky rozdélenych dat je medidn ptfesné uprostied krabice a v takovém
piipadé data odpovidaji normalnimu rozdéleni.

Vousy, které vybihaji z krabice, signalizuji miru asymetrie rozloZeni dat. Data jsou

asymetricka v pfipadé, kdy je jeden vous (GseCka vychdzejici z krabice) vétsi nez druhy.
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Koncové usecky na vousech oznacuji maximalni a minimalni ,,nevybocujici“ hodnoty
proménne.
Hodnoty, které se nachéazeji mimo grafické znazornéni krabice a v grafu jsou vyobrazeny

jako izolované body, jsou povazovany za odlehla (vyboc¢ujici) pozorovani.

Shodu kvantilii vybérového (empirického) rozdéleni s vybranym teoretickym rozdélenim
nam umoziuje posoudit Kvantil-kvantilovy graf (Q — Q graf). Princip jeho sestrojeni spociva
ve vzestupném usporadani namétenych hodnot v porovnani s hodnotami stanovenymi pomoci
pravdépodobnostni funkce zvoleného rozdé€leni (obr. 5.9).

V ptipad¢, ze vybérové rozdeleni pln¢ odpovida teoretickému, je grafem ptimka. Jakékoli
odchylky namétenych hodnot od pfimky znamenaji odchylky od pfedpokladaného teoretického
rozdeleni. Graf Q — Q lze sestrojit pro riizna rozdéleni, pouze se jinak stanovuji piislusné

hodnoty na ose x (hodnoty teoretického kvantilu Q1) a ose y (hodnoty empirického kvantilu

Q).

’ A
Obrazek 5.9: Q — Q graf Obrazek 5.10: P — P graf
Shoda s normalnim rozdelenim Shoda s normalnim rozdélenim
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Teoretichy kvantil Teoretické kumulativni rozdéleni

Vystupem podobny piedchazejicimu Q — Q grafu, jen graf Graf P — P (obr. 5.10) ve
kterém jsou na osach x a y vykresleny empiricke a teoretické kumulativni cetnosti.

Grafy P — P a Q — Q se vzajemn¢ doplnuji. Grafy P — P jsou citlivé na odchylky od
teoretického rozdéleni ve stfedni ¢asti — v okoli modu. Grafy Q — Q jsou citlivé na odchylky

od teoretického rozd€leni v oblasti koncu.
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Priklad 5.3

Pro ilustraci provedeni a interpretace uvedenych metod prizkumové analyzy dat byly
vybrany tfi proménné sriuznym rozloZzenim dat. Na =zakladé nize uvedenych
pravdépodobnostnich grafii provedeme vizualni kontrolu predpokladi o datech a jejich
rozdéleni — prizkumovou analyzu. Pomoci zakladnich ¢iselnych charakteristik posoudime
kvalitu dat — popisnou statistiku.

Priuzkumova analyza

Pocet hodin ve $kole za den® Poéet hodin na PC/den® Tepovia frekvence po sportu’
Histogram Histogram » Histogram
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Pozorovany kvantil
3
Pozorovany kvantil

Pozorovany kvantil

Teoreticky kvantil
Teoreticky kv antil Teoreticky kvantil

Popisna statistika

Pramér 6,803 Pramér 4,721 Pramér 87,221
Median 7 Median 4 Median 90
Minimalni 0 Minimalni 0,5 Minimalni 55
Maximal. 14 Maximal. 16 Maximal. 102
Rozpéti 14 Rozpéti 15,5 Rozpéti 47
Kvartil 3 Kwvartil 2 Kvartil 15
Sm.odch. 2.340 Sm.odch. 2.950 Sm.odch. 11,604
Var .koef. 34,404 Var koef. 62,487 Var koef. 13,304
Sikmost 0,108 Sikmost 1,747 Sikmost -1,042
Spicatost 0,493 Spicatost 3,078 Spicatost 0,392

3 Data vykazuji dobrou shodu, ktera je naptiklad v grafu Q-0 indikovana tim, Ze jednotlivé body
(kvantily) lezi tésn€é kolem piimky. Odchylku vykazuje pouze jedna nejvyssi a jedna nejnizsi
hodnota. Muzeme tedy predpokladat, ze vzhledem k velikosti vybéru (n=104) nebudou mit tyto
body veétsi vliv na normalitu rozlozeni dat. Oba uvedené grafy potvrzuji typické vlastnosti
normalniho rozd¢leni. Srovnani medianu a aritmetického primeéru indikuje velmi dobrou shodu, coz
je typické praveé pro normalni rozdéleni nebo symetricka rozdéleni blizka normalnimu.

6 Z grafti vyplyva, Ze rozdéleni dat je ¥pi¢at&j$i a neodpovidd prib&hu normalniho rozdéleni.
Predpokladame, ze hlavni vliv na rozptylenost maji spiSe mén¢ odlehlé hodnoty.

7 Jedna se o predpoklad Spicatosti, a piedev$im levostranné nesoumérnosti (Sikmosti).
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Shrnuti kapitoly

Popisna statistika spolecné s pruizkumovou analyzou v sobé zahrnuji vzajemné provazanou
skupinu zakladnich metod, které slouzi k prvotnimu posouzeni kvality dat.

Popisna statistika se zabyva usporddanim soubord, jejich popisem a pocetnimi postupy,
které poskytuji souhrnné informace o vlastnostech analyzovaného datového souboru. Ukolem

popisné statistiky je tabelovani a ¢iselny popis datového soubor.

Proménné | Nominalni Ordinalni Kvantitativni
Miry
Polohy Modus Modus Modus
Median Median
Priméry
Variability absolutni | Varia¢ni pomér Interqvartilové rozpéti Varia¢ni rozpé€ti
Modalni rozptyl Ordinalni rozptyl Rozptyl
Smérodatna odchylka
Variability relativni Varia¢ni koeficient
Tvaru Sikmost a $picatost

Ukolem priizkumové analyzy je odhalit zvlastnosti v chovani dat a ovéfit predpoklady,
které data musi spliiovat (tj. nezavislost, homogenitu a normalitu). Pro prizkumovou analyzu
je stézejni grafické zobrazeni dat. Pti posuzovéni dat je vhodné kombinovat obé vySe uvedené
metody. Vécna znalost feSené problematiky pfedstavuje nenahraditelnou podminku pro ziskani

kvalitnich vysledku a jejich naslednou interpretaci.
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5 Kontrolni otazky

—

0 ® Ny 0k wDN

—_— =
N = O

13.
14.
15.
16.
17.

Jaké jsou hlavni etapy statistické prace a co je jejich cilem?

Co je statisticka jednotka? Uved’te priklad.

Co je statisticky znak?

Co je cilem grafického znazornéni?

Jaky je rozdil mezi absolutni a relativni ¢etnosti?

Definujte nominalni a ordindlni proménnou. Uved'te piiklady.

Jaky je rozdil mezi diskrétnimi a spojitymi kvantitativnimi proménnymi?
Jak délime ¢iselné charakteristiky proménnych?

Co jsou charakteristiky polohy a jakou informaci ndm poskytuji?

. Jaky je rozdil mezi absolutnimi a relativnimi charakteristikami variability?
. Co je modus a medidn. Vysvétlete pojem robustnost.

. Které grafy jsou vhodné pro zobrazeni kvantitativnich diskrétnich proménnych a které

pro nespojité, nominalni a ordindlni proménné?

Jak se déli charakteristiky variability a jaky je mezi nimi rozdil?

Jaké znate absolutni charakteristiky miry variability?

Co udava variacni koeficient a pro¢ je vhodny pro srovnani variability riznych souborti?
K ¢emu slouzi krabicovy graf (box-plot) a jaké informace z n¢j mizeme vy¢ist?

Pro¢ je dalezité spravné klasifikovat proménné pied statistickym zpracovanim?
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5 Priklady k procviceni

Pouzijte datovou matici ,,Byty* kterou naleznete v kurzu Moodle, a odpovézte na nasledujici

otazky.

5.1 Nominalni proménné

5.1.1

5.2
5.2.1

5.3
5.1.1

Pracujte s proménnymi Meésto a Vytah.

a)
b)
©)
d)

Vytvofite tabulku rozdéleni cetnosti.

Vytvoite vhodny graf, ktery vizualné ukaze podil byt v jednotlivych méstech.
Urcete modus u obou proménnych.

Vytvoite graf, ktery bude prezentovat primérnou plochu bytu v zévislosti na mésté

ve kterém se byt nachazi.

Ordinalni proménné

Pracujte s proménnymi Dispozice a Patro.

a)
b)
©)
d)
e)

Vytvoite tabulku rozdéleni Cetnosti.

Vytvoite sloupcovy graf pro proménnou Dispozice.

Jaky zavér lze z grafu vyvodit o nabidce bytd na trhu?

Jaké charakteristiky polohy jsou vhodné pro proménné Dispozice a Patro?
Vytvoite graf, ktery bude prezentovat primérnou cenu ndjmu v zavislosti na

dispozici bytu.

Kvantitativni proménné

Pracujte s proménnymi Cena a Plocha.

a)

b)

©)
d)

e)

Vypocitejte a interpretujte vhodné charakteristiky polohy a variability pro
proménnou Cena.

Vytvoite histogram pro proménnou Cena. Posud’te, zda data vykazuji symetrické
rozdéleni.

Vypocitejte, jaka je primérnd Cena najmu v Praze pro bytu 2+kk?

Vypocitejte vhodné charakteristiky polohy pro proménnou Plocha. Co vam tyto
hodnoty fikaji o velikosti byti?

Vytvoite krabicovy graf (box-plot) pro proménnou Plocha. Identifikujte

a interpretujte ptipadna odlehla pozorovani.
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6 NAHODNY VYBER

Dosud jsme se vénovali popisné statistice, kterda ndm umoznuje shrnout a vizualizovat data,
a teorii pravdépodobnosti, kterd nam dava nastroje pro pochopeni chovani ndhodnych jevt.
Tyto teoretické zaklady jsou nezbytnym ptfedpokladem pro pfechod k matematické statistice,
ktera se zabyva zevSeobecnovanim.

Abychom mohli efektivné usuzovat na vlastnosti celého zakladniho souboru (populace),
musime nejprve pochopit, jak z néj ziskdvame data. Slouzi k tomu ndhodny vybér, ktery
je tvofen ndhodnymi veli¢inami, které jsou spojeny s libovolnym ndhodnym pokusem.

Nahodny vybér z cilové populace X = (X3, X3, ..., Xi), je vektor nezavislych nahodnych
veli¢in (k-nahodnych vybérh) stejného typu rozdéleni. Realizaci ndhodného vybéru X ziskame
hodnoty x = x4, x5, ..., X,,, kde x jsou nazyvany ,pozorovani‘ (realna cisla) a n je rozsah

vybéru. Tyto konkrétni hodnoty tvoii datovy soubor (neboli vybérovy soubor).

Piiklad 6.1

Chceme ziskat informace o prumérné spotiebé paliva u vSech vozidel urc€ité znacky (napf.
Skoda) a modelu (napi. Octavia), které byly vyrobeny v roce 2023.

Reseni

Zakladni soubor (populace): Viechny vozy Skoda Octavia vyrobené v roce 2023. Tento
soubor je tak rozsahly, Ze neni mozné zméfit spotfebu u kazdého jednotlivého vozu.
Nahodny pokus: Vybereme jeden viz z populace a zméfime jeho spotiebu paliva na
standardni trase 100 km. Vysledek tohoto méfeni je ndhodnd veli¢ina, protoze se mize
mirné liSit v zavislosti na fidi¢i, stavu vozovky, pocasi a dalSich faktorech.

Nahodny vybér: Protoze nemlzeme zméfit vSechny vozy, provedeme ndhodny vybér.
Vybereme napiiklad 500 vozl. Téchto 500 méfeni spotieby predstavuje naS nahodny
vybér. Kazdé jednotlivé méfeni (xq, Xy, ..., Xs500) je nezavisla nahodna veli¢ina, ktera
pochazi ze stejného rozde€leni jako spotieba celé populace vozu.

Realizace niahodného vybéru: Kdyz skuteéné¢ provedeme meéteni, ziskdme konkrétni
¢iselné hodnoty napiiklad 5,21/100 km; 5,51/100 km; 5,0/100 km atd. Tento soubor
500 hodnot je realizaci nahodného vybéru (nebo datovym souborem). Pravé s t€mito

konkrétnimi hodnotami budeme pracovat v praktické Casti statistiky.
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6.1 Vybérové charakteristiky

Vlastnosti populace definujeme pomoci populaénich (teoretickych) charakteristik neboli
parametri (napf. stfedni hodnota, rozptyl), které popisuji urcitou vlastnost zdkladniho
souboru. Jsou to konstantni hodnoty, které¢ v pfipad¢, Ze nezndme rozdéleni pozorované
nahodné veli¢iny, nedokazeme vétSinou presné urcit.

Tabulka 6.1: Znaceni populacnich a vybérovych charakteristik

Populacni Populacni Vybérova
parametr parametr charakteristika
(Teorie pravdépodobnosti)  (Matematicka statistika)  (Popisna statistika)

Prumér E(X) U X
Median Qo5(X) i X
Rozptyl D(X) a? 52
Smérodatna m o S
odchylka
Relativni ¢etnost P T p

Z vybérovych dat vS§ak miizeme populacni parametry odhadnout. Na zékladé vybérovych
pozorovani vypocitame empirickou charakteristiku neboli statistiku, kterou obecné zna¢ime
T (X) a konkrétné ji zna¢ime pismeny z latinky.

Statistika T—>T(X = x) je funkci ndhodného vybéru a v uréitém pravdépodobnostnim
smyslu ji Ize chépat, jako Ciselnou hodnotu, kterd ndm umoziuje pribliZit se skute¢né hodnoté
populacniho parametru anebo jako hodnotu, ktera ndm charakterizuje stupen nesouladu mezi
predpokladem o datech (charakteristikach nahodnych veli¢in) a hodnotami, které ziskame na
zaklad¢ vybérovych Setteni.

Kritéria a metody vypoctu vybérove statistiky, se odvozuji z charakteru rozdéleni ndhodné
veli¢iny a vychézi z principii Centralni limitni véty (CLV). Ta tikd, Ze ndhodna veli¢ina, ktera
vznikne jako soucet dostateéné velkého poétud vzajemné nezavislych nadhodnych veli¢in, ma
za velmi obecnych podminek pfiblizn€ normélni rozdé€leni, a to bez ohledu na to, jaké bylo

puvodni rozdéleni téchto veli¢in.

& Neexistuje 7z4dna konkrétni hodnota pro dostateény pocet. B&Zné se viak setkavame s pravidlem, Ze vybéry
o rozsahu 30 a vétsim jsou povazovany za dostatecné velké pro platnost centralni limitni véty, a to i kdyZ je toto
pravidlo spiSe zjednodusenim, které se ustalilo pro potfeby ru¢nich vypocti v minulosti.
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Tabulka 6.2: Vybérové rozdéleni nahodnych veli¢in

Rozdéleni Parametr
Normalni (Gausovo) X~N(u, 02)
Normované normalni rozdéleni X~N(0;1)
Alternativni rozdéleni X~A(m)

Aproximace na normované normalni  X~A(w)~N(0; 1)

Chi-kvadrat rozdéleni X~ x%(v)
Studentovo z-rozdéleni X~ ~t(v)
Fisher-Snedecorovo-rozdéleni X~F (V1; Vz)

Kvantil

uG{
x6W)
ta (V)
Fq (Vl; VZ)

vvvvvv

charakteristik ndhodného vybéru (statistik), které budeme vyuzivat k odhadu nezndmych

populacnich parametr a k testovani hypotéz o populaci s pouzitim realnych dat.

Prehled nejpouzivanéjSich vybérovych charakteristik a jejich rozdéleni

JEDEN NAHODNY VYBER

Modelovani PRUMERU
Zname populaéni rozptyl a2

n> 30 X —
U= i

Vn ~u,

o

Nezname populaéni rozptyl ¢

n > 30 X -
u=—§ﬁvﬁ~ua

Nezname populaéni rozptyl a2

n <30 X —
T = L

\/ﬁ ~ ta(n—l)

Modelovani ROZPTYLU

n—1
K = 732 ~ Xem-1)
Modelovani RELATIVNI CETNOSTI
9 p—T
P=——Vn ~u,

" e -p) )
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DVA NEZAVISLE NAHODNE VYBERY

Zkouméame rozdilnost hodnot ndhodné veli¢iny pozorované v riznych podminkach.
Modelovani PRUMERU

Zname popula¢ni rozptyl >

X-Y)— (g — uz)
Uz-_v) = ~Ug
o2 o2 (6.6)
n; ' n,

Nezndme rozptyl, ale % = a2

L XD - m) nin;(ny +n,; — 2)
Tx-v) = n,+n, ~ La(ny+ny-2) (6.7)

Nezname rozptyl, ale a% # a2

o)
(X-7)—(u1-pt2) N ny n
Txv= Enbuws) | ta), kdev = — L ~ (6.8)
53,53 (5_1) ;Jr(s_z) 1
n_1+z n1 n1—1 nz n2—1
Modelovani ROZPTYLU
8785
F = 0'_% 0'_% Fnl—l;nz—l (6.9)
Modelovani RELATIVNICH CETNOSTI
(m1> )
ng, >———"——3 Py—P;)—(m;—m
1 p1(1—py) Pp _p, = (Py 2) — (14 2) ~u,
(m>—2—) ™ ™
p2(1—p3)

DVA ZAVISLE NAHODNE VYBERU

Parové pozorovani je charakterizovano jednim nahodnym vybérem z dvourozmérného

rozloZeni. Parem se rozumi dvojice rozdilnych pozorovani u jedné statistické jednotky.

Modelovani PRUMERU

Xq—(u1—pz) (6.11)
Ty =~"—c— :.: 2o n ~u,,
kde: X; = % Yieid; ....pramér diferenci, kde: d; = x1; — xp; proi =1, ..., n.

1
S¢ = — Xit(di — d)?

n-1
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6.2 Statisticka indukce

Postup, kterym na zdkladé vybérovych udaji ¢inime tsudky o charakteru dat v zdkladnim
souboru, se nazyva statisticka indukce.

Jejim hlavnim ukolem je zevSeobecnéni, které ndm umoziuje na zakladé zkoumani dat
z reprezentativniho vybéru ucinit zavéry o vlastnostech a chovani celého zakladniho souboru
(populace). Tento induktivni zplisob mysSleni znamend, Ze na zéklad¢ znalosti konkrétnich
vlastnosti dat odvozujeme a usuzujeme na jejich obecné vlastnosti. Jak uz bylo mnohokrat
feCeno, ve veétSing pripada je zakladni soubor tvoien velkym poctem jedincli, a neni proto
mozné ziskat vSechny informace o jejich vlastnostech. Na vlastnosti populace usuzujeme na

zaklad¢ udaji ziskanych z podmnoziny jedinci, tedy z vybérového souboru.

Obrazek 6.1: Postup statistického usuzovani

NAHODNE VYBERY (vybérové soubory) CILOVA POPULACE (zakladni soubor)

Vyberove ZJISTOVANI

DATA o
X1 =x4,%3, ..., POPULACNI PARAMETRY
rozdéleni
Z@fOVANi
ODHADOVANA

VYBER(?V_E charakteristika
charakterlstlky\A T(X) - STATISTIKA

INDUKCE — ODHADY; TESTOVANI

Obor statistické indukce je zaméten na feSeni dvou zakladnich tloh:
* Odhad populacnich rozdéleni a jejich parametrti.

» Testovani statistickych hypotéz o populac¢nich parametrech a rozdéleni populace.

V piipad¢, Ze usudky o datech jsou zalozeny na urcitych predpokladech o rozdé€leni
ndhodnych veli¢in (napf. Ze data jsou normalné rozdélena a hleddme parametry N(u,o?2),
hovofime o parametrickych metodach zpracovani. Jestlize nezname typ rozdéleni a jeho
parametry, pak popisujeme vlastnosti dat ziskanych na zidkladé¢ vyb&ru pomoci

neparametrickych metod.
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Shrnuti kapitoly

Matematicka statistika navazuje na popisnou statistiku a teorii pravdépodobnosti s cilem
zobecnit poznatky z dat. Umoziuje prejit od hypotetickych modelt k analyze redlnych dat.

Nahodny vybér je tvofen nezavislymi ndhodnymi veli¢inami, které maji stejny typ
rozdéleni. Jeho realizaci jsou konkrétni Ciselné hodnoty, nazyvané pozorovéni, které tvori
datovy soubor.

Populaéni (teoretické) charakteristiky neboli parametry popisuji celou populaci a jsou
to konstantni hodnoty.

Vybérové charakteristiky neboli statistiky se vypocitdvaji z datového souboru. Jsou
to ndhodné veliciny a slouzi k odhadu populac¢nich parametrti

Vypocet vybérovych statistik vychazi z principti centralni limitni vétu (CLV). Ta tik4, Ze
primér z dostatecné velkého poctu nezavislych nahodnych veli¢in ma pfiblizn€ normdlni
rozd¢leni, a to bez ohledu na to, jaké bylo ptivodni rozdé€leni téchto velicin.

Statistickd indukce je postup, kterym na zaklad¢ udaji ziskanych z vybérového souboru
¢inime usudky (odhadujeme, ptedpovidame) o charakteru dat v celém zakladnim souboru
(populaci). Obor statistické indukce fesi dvé zékladni Glohy:

Odhad populacnich rozdéleni a jejich parametrti.

Testovani statistickych hypotéz o popula¢nich parametrech a rozdé€lenich populace.
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6 Kontrolni otazky

w»ok »w N

A S B

Vysvétlete rozdil mezi zékladnim souborem (populaci) a nahodnym vybérem.

Jaky je rozdil mezi popula¢nimi parametry a vybérovymi charakteristikami?

Co je to centralni limitni véta a k ¢emu slouzi?

Vysvétlete rozdil mezi parametrickymi a neparametrickymi metodami zpracovani dat.
Vysvétlete rozdil mezi dvouvybérovym pozorovanim (dvéma nezavislymi nahodnymi
vybéry) a parovym pozorovanim (dvéma zavislymi ndhodnymi vybéry).

Co je charakteristické pro parové pozorovani?

Co je to statisticka indukce a jaky je jeji hlavni tikol?

Jaké dv¢ zékladni ulohy fesi obor statistické indukce?

Jaky je rozdil mezi parametrickymi a neparametrickymi metodami zpracovani dat?
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7 VYBEROVE ZJISTOVANI

Vybérové zjistovani predstavuje jednu z etap statistické ¢innosti, kterd je zamétfena na sbér
dat. Problémem statistického zjiStovani je reprezentativnost sledovanych udaja. V praxi
nemame vétSinou k dispozici vSechny udaje vztahujici se k analyzovanému problému.

Zakladni soubory jsou casto velmi rozsdhlé a v mnoha pfipadech se setkame jen
s prizkumy, které se opiraji o relativné maly pocet zkoumanych jednotek. V takovém ptipadé
hovofime o vybdrovych zjistovanich. Ukolem vybérovych zjistovani je vytvoFeni
reprezentativnich souborii, které zaznamenavaji charakteristické rysy populace’ —
zakladniho souboru dat.

Ciselné charakteristiky vypogitané z vybérovych dat jsou podkladem pro odhady parametri
a testovani hypotéz o tvaru rozdéleni ndhodnych veli¢in — statistické usuzovani (viz kapitola
Teorie odhadu a Testovani statistickych hypotéz).

Kvalita a integrita shromazdénych udaji ptimo ovliviiuje platnost a spolehlivost vysledki
analyzy. Aby byl vybérovy soubor typickym (vérnym) zastupcem zakladniho souboru, musi
byt splnény urcité pozadavky.

= Piesné definovani zakladniho souboru zhlediska znalosti zékladnich ryst
a homogenity (heterogenity) sledované populace. Jednozna¢né vymezeni toho, které ptipady
do zkoumané populace spadaji a které jiz nikoliv. ZvaZeni miry homogenity souboru.

* Vhodna metoda vybéru. Piedpokladem kvalitnich dat je pravdépodobnostni vybér.
Vsechny jednotky zakladniho souboru by mély mit stejnou pravdépodobnost, ze budou
zafazeny do vybéru.

Znalost, a predevsim splnéni uvedenych pozadavkd umoznuje provést odhad velikosti
vybérového souboru, a nasledné lze s vyuZitim statistickych metod pfistoupit k posouzeni
vybéru z hlediska jeho reprezentativity.

V kapitole Zakladni pojmy, byl uveden rozdil mezi aplnym (vycerpavajicim) zjistovanim
ve kterém je hodnota ptislusného znaku zjistovana u vSech statistickych jednotek — zakladni
soubor (populace) a neuplnym (vybérovym) zjiStovani, které je omezeno jen na Cast
statistického souboru a na zkoumani jen nékterych statistickych jednotek — vybérovy soubor.

Zékladni druhy vybérovych zjistovani mizeme rozdélit do dvou skupin. Prvni skupina

metod v sobé zahrnuje nepravdépodobnostni/nenahodné vybérové zjisStovani. Druhd

° Populace v takovém to pojeti neznamena pouze mnozinu osob. Zkoumanymi jednotkami mohou byt stroje,
podniky, mésta, Skoly, organizace, umélecka dila apod. Definovani pojmu populace se odviji od tématu
vyzkumného zaméfeni.
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skupina, kterda je zdkladem celé teorie statistického usuzovani, je zaloZena na metodach

pravdépodobnostniho/ndhodného vybérového zjist’ovani.

7.1 Pravdépodobnostni vybérové zjiStovani

Pravdépodobnostni'® vybér je obecné povazovan za objektivni zpiisob vybéru jednotek.
Zékladni princip vybéru spociva vtom, Ze kazd4d jednotka populace ma nenulovou
pravdépodobnost, ze bude vybrana do vysledného vzorku. Tato skutecnost je dulezitym
pfedpokladem nestranné analyzy dat. Postup nahodnych vybérovych zjistovani vychazi

z principi matematické statistiky a teorie pravdépodobnosti.

7.1.1 Prosty pravdépodobnostni vybér

Zakladnim typem pravdépodobnostniho vybéra je prosty (jednoduchy) vybér. Jeho vyznam
spociva nejen ve snadném pouziti, ale také ve schopnosti vytvaret reprezentativni vzorky, které
odrazeji skutecné vlastnosti populace.

Prosty pravdépodobnostni vybér se obvykle provadi tak, Ze se cely soubor se rozd¢€li na
tzv. vybérové jednotky, které jsou zpravidla totozné se statistickymi jednotkami, a kazdé se
ptifadi urcita pravdépodobnost jejiho zahrnuti do vybérového souboru. O nezahrnuti ¢i zahrnuti
ur€ité vybérové jednotky do vyb&rového souboru rozhoduje jen ndhoda. Vyhodou
pravdépodobnostniho vybéru je, Ze vybrané jednotky, potazmo jejich charakteristiky, které jsou
predmétem zkoumani, maji obdobné rozlozeni dat jako ma vychozi populace.

Mezi nejjednodussi techniky prostého vybéru patii losovani. Spravné losovani je spojeno
s diikladnym pfedchozim promichdnim vSech jednotek nebo jejich zastupct. V ptipadé, kdy je
technicky nemozné pouziti losovani (napt. pfi vybérech zvelmi rozsahlych zakladnich

souborl) vyuziva se pro vybér statistickych jednotek tabulka ndhodnych ¢isel tzv.

pseudondhodnych c¢isel generovanych pocitacem (generator ndhodnych cisel). Jednotky
zakladniho souboru mohou, ale zaroven nemusi mit moznost byt vybrany opakované.

Podle tohoto hlediska délime prosty ndhodny vybér na vybér s vracenim/opakovanim
a na vybér bez vraceni/opakovani.

Pti vybéru s vracenim/opakovanim, je kazd4 vybrana jednotka pted dalSim vybiranim

vracena zpatky do souboru, ze kterého vybirdme (rozsah 1 slozeni souboru ziistava nemeénné).

10 Pravdépodobnostni hledisko nahodného vyb&ru je natolik vyznamné, Ze v soudasnosti nazev
"pravdépodobnostni vybér" prevazuje nad dosud uzivanym nazvem "nahodny vybér". Urcity vyznam v nazvu
vyplyva ze skutecnosti, ze pravdépodobnosti vybrani jednotek ze zédkladniho souboru nemusi u vsech jednotek

stejné, ale muze se lisit.
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Z uvedeného vyplyva, ze kazda jednotka muze byt vybrdna nékolikrat a Ze se neméni
pravdépodobnost s jakou je vybirdna (vybéry s vracenim maji z pravdépodobnostniho hlediska
charakter nezavislych pokusti a fidi se binomickym rozdélenim).

Pti vybéru bez vraceni/opakovani nejsou jiz vybrané jednotky vraceny zpét do zakladniho
souboru. Kazda jednotka zédkladniho souboru miize byt vybrana jen jednou. Slozeni zakladniho
souboru se pii kazdém vybéru méni (rozsah souboru se snizuje). V disledku toho se zvySuje
pravdépodobnost vybéru zbylych jednotek ze zékladniho souboru. Vybér bez vraceni ma
charakter pokusu zavislych a tidi se tedy pravdépodobnostnimi pravidly hypergeometrického
rozdéleni.

Rozdil mezi prostym pravdépodobnostnim vybérem bez vraceni a s vracenim je tfeba
respektovat pouze pii vybérech ze zdkladniho souboru mensiho rozsahu. Jestlize rozsah
zakladniho souboru je dostateéné veliky (pfesahuje nékolikrat svoji velikosti rozsah
vybérového souboru) a vybér predstavuje pouze malou ¢ast zékladniho souboru, jsou dusledky
rozdilu mezi vybérem s opakovanim a vybérem bez opakovani zanedbatelné — rozdily klesaji

s relativni Cetnosti neboli podilem rozsahu vybérového souboru na rozsahu zakladniho souboru.

Obrazek 7.1: Graficka interpretace prostého pravdépodobnostniho vybéru

POPULACE zakladni soubor

M g AR RSO R e g & Ry O e BEROER &
1 2 3 4 5 6 7 8 9 10 MM 12 13 14 15 16 17 18
AR O B A E MR R & D &
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
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Tabulka nahodnych €isel — Nahodny vybér | Losovani — Nahodny vybér
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23 79 = e

7.1.2 Systematicky pravdépodobnostni vybér

V ptipadé, ze je zaruCeno nahodné potadi statistickych jednotek v zakladnim souboru
(populaci), je vhodnou alternativou k prostému ndhodnému vybéru vybér systematicky. Tento
vybér vyzaduje, aby jednotky byly sefazeny do posloupnosti, jejiz poradi nesouvisi se
zjistovanou skutecnosti. Prvni jednotka do vybéru se voli ndhodné a teprve od tohoto vychoziho

bodu se dale vybird kazda n-ta jednotka.
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7.1.3 Stratifikovany pravdépodobnostni vybér

Tento typ vybéru se vyuziva tehdy, kdyz je zakladni soubor pfirozené rozdélen do né€kolika
mensich ¢i vétsich podskupin.

Stratifikovany vybér je realizovan tak, Ze zékladni soubor je rozdélen do nepiekryvajicich
se (nezastupitelnych) podskupin/stratu, které obsahuji jednotky stejnych vlastnosti (jsou
homogenni vzhledem k urcitému kritériu). Podskupiny se mezi sebou lisi, ale jednotky uvnitt
se vzhledem k vybrané vlastnosti neliSi. Statistické jednotky jsou z podskupin nasledné
vybirdny metodou prostého nahodného vybéru. PFi stratifikovaném vybéru si musime dat
pozor na stanoveni spravného podilu jednotlivych strat na zakladnim souboru (napf.
nazory muzu a zen v jednotlivych vékovych kategorii na otazky globalizace). K tomu, abychom
mohli stanovit podil jednotlivych strat (pohlavi, v€k) ve vybéru, musime znat podily

obyvatelstva téchto skupin v zdkladnim souboru.

7.1.4 Vicestupiiovy pravdépodobnostni vybér

Vicestupiiovy vybér spoc¢iva v tom, ze statistické jednotky nevybirdme ptimo, ale v n¢kolika
stupnich. VyuZiva se pii vybéru jednotek ze zdkladniho souboru, ve kterém jsou jednotlivé
podskupiny ptirozené hierarchicky uspotfadany. Na rozdil od stratifikovaného vybéru, jsou v§ak

tyto podskupiny/klastry navzajem zastupitelné (mésto, podnik, provoz, zaméstnanec).
Tabulka 7.1: Vyhody a nevyhody pravdépodobnostniho vybéru
Metody vybéri Vyhody Nevyhody

Snadno se pouziva a poskytuje
reprezentativni vzorek populace.
Prosty Vyjadfuje vSechny znamé
i neznamé vlastnosti populace; uplné
eliminuje moznosti ovlivnit podobu
vzorku ze strany vyzkumnika.
Systematicky Méné Casove narocny nez prosty
nahodny vybér; poskytuje
reprezentativni vzorek populace.

Stratifikovany Zvysuje reprezentativnost vzorku V porovnani s prechazejicimi typy
zahrnutim dtlezitych podskupin do vybéri je narocnéjsi na organizaci
vybeéru. a zpracovani vysledk.

Uzite¢ny pro velké geograficky Mize snizit reprezentativnost

Vicestupiovy rozptylenych skupiny obyvatel. vzorku, pokud shluky nejsou

reprezentativni pro populaci.
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7.2 Nepravdépodobnostni vybérové zjistovani

Nepravdépodobnostni vybér (nendhodny) je takovy vybér, u kterého nezndme
pravdépodobnost zafazeni jednotek do vybéru. Vybér jednotek je zaloZzen na jinych nez
pravdépodobnostnich faktorech, nejcastéji na zaklad¢ zkusenosti a poznatkti analytika. Existuje
nekolik typu nepravdépodobnostniho vybéru, v nasledujicim textu jsou uvedeny nejcastéji

pouzivané.

7.2.1 Kvétni vybér

Jedna se o nepravdépodobnostni metodu zajist'ujici vybér reprezentativniho souboru.

Reprezentativita takového vybéru je omezena pouze na reprezentativitu podle
definovanych kvétnich znaki, které nejsou ovlivnény cili statistické analyzy. Pfi kvotnim
vybéru nelze stanovit vybérovou chybu. Na zaklad¢ znamych charakteristik populace (vek,
pohlavi, bydlisté, narodnost atd.), ziskanych napt. ze S¢itani lidu, domt a bytl, stanovujeme
kvoty a s jejich pomoci do vzorku zatazujeme vybrané jednotky tak, aby struktura vzorku
odpovidala struktufe populace.

Jako ptiklad kvétniho vybéru mizeme uvést vybér jednotek na zakladé bydlisté a vékové
kategorie. Pokud je v populaci podle vysledkl s¢itani lidu, které bylo provedeno v roce 2021,
v Praze v produktivnim véku (15-64 let) 66,3 % osob, na zaklad¢ spravné provedeného
kvétniho vyzkum bude zajisténo, Ze tyto skupiny jsou v Setfeni zastoupeny odpovidajicim
zpisobem. Reprezentativita takového vybéru je omezena pouze na reprezentativitu podle

definovanych kvoétnich znaki.

7.2.2 Anketa

Anketa (samovybér) oslovuje zpravidla jen urcitou vybranou ¢ast statistickych jednotek (osob,
podnikd, instituci apod.).

Zpravidla se provadi formou rozeslani dotaznik, jejichz distribuce v dnesni dob¢ probiha
predevsim elektronicky nebo telefonicky a v neposledni fad¢ na zaklad€ osobniho kontaktu
s dotazovanymi.

Kazdy z uvedenych zptisobii mé své vyhody a nevyhody, ale jedno maji spolecné. Cilova
skupina takto oslovenych respondentl neni ve vét§iné pripadu reprezentativhim vzorkem
populace. Dotaznik vyplni zpravidla jen mensi ¢ast dotazanych (v priméru asi jedna tietina),
Casto jen na zaklad¢ finan¢ni odmény anebo jinych benefiti, které z dané ¢innosti plynou. Takto

ziskana data nelze ve vet§in€ piipadi povazovat za obecné platné informace o zkoumanych
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jevech a nejsou tedy ani vhodné ke statistickému zobectiovani'!. Reprezentativita neni narusena

jen poctem vySetfovanych jednotek, ale i zptisobem jejich vybéru.

7.2.3 Metoda zakladniho masivu

Metoda zakladniho masivu se pouziva tehdy, sklada-li se soubor z n¢kolika velkych objekti
(jednotek) a z velkého poctu malych objekti.

Metoda zakladniho masivu nedovoluje zobeciiovat ziskané vysledky na cely zakladni
soubor, nebot’ zpravidla nevystihuje specifika malych objekti, které maji jiné zakonitosti
a tendence chovani nez velké objekty (napt. muze dojit k situaci, kdy Setfeni v oblasti
potravinaistvi, bude vychazet z informaci od nékolika opravdu velkych spole¢nosti a specifika

drobnych Zivnostnikli zabyvajici se vyrobou lokalnich potravin budou Upln€ vynechana).

7.2.4 Zamérny vybér

Zamérny vybér je druh vybéru, u kterého rozhoduji o zahrnuti jednotek do vybérového
souboru ruzna logicka hlediska a subjektivni nazor osoby, ktera vybér realizuje.

V nékterych pfipadech mohou pfinést zdmérné vybéry uzitecné informace, v jinych
pfipadech naopak bezcenné a zkreslené. Jeho nevyhodou je, Ze vyzaduji urcité predbézné
znalosti o zakladnim souboru a je zaloZen na subjektivnim pfistupu osob, které vybér provadéji.

Jednou z nejcastéji pouzivanych technik zdmérného vybéru je technika snéhové koule, ktera
je zaméfena na vybér jednotek osob, které jsou nositelem specifickych vlastnosti. Metoda
spociva v tom, Ze nové respondenty nabirame na zéklad¢ doporuceni respondentt, ktefi jiz byli
vybrani. Tato technika vybéru miiZze byt uZitena také pti vybéru z populace, kterou je obtizné
identifikovat nebo k niz je obtizné ziskat ptimy ptistup (napt. vybér osob ze stejnych zdjmovych

skupin a nésledné preddvani kontakti — nelegalni migranti, uzivatelé omamnych latek atd.).

Nepravdépodobnostnich vybérovych zjiSt’ovani je v odborné literatute uvadéna celd fada
(dostupny, pfilezitostni, typicky ¢i kriteridlni vybér atd.). Jednotna klasifikace nendhodnych
zjiStovani neexistuje, vZdy zalezi na autorovi védeckého pojednani o dané problematice. Oproti
tomu v piipadé¢ definovani pravdépodobnostnich vybérovych zjistovani a jejich metod,

panuje v odborné komunité témét terminologicka shoda.

11 Nejeastéjsi problematika v zavéreénych pracich studentd. Vzorek neni dostateéné reprezentativni, aby pokryl
vsechna specifika zkoumané populace.
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Tabulka 7.2: Vyhody a nevyhody nepravdépodobnostniho vybéru

Metody vybéri Vyhody Nevyhody
Relativni pruznost, Obtizna kontrola; subjektivni pfistup zpochybnuje
Kvotni vybér rychlost, nahrazuje zndmé  mozZnost zobecnéni; je reprezentativni pouze
vlastnosti ve struktuie z hlediska znaki pouzitych v kvétach; pouziti jen
populace; vytvoieni model  pro dobfe zmapované populace, u kterych zname
populace. podily zastoupeni kvot; vytvareni kvot

znesnadiuje vyber.

Anketa Nejjednodussi forma Oslovuje nesystematicky vybranou ¢ast populace;
mald ndvratnost; vybér zalozeny na rozhodnuti
respondenta; informace ziskané anketnim Setfenim
nelze zobecnovat.

Metoda zaklad. Mensi pracnost, Casova Zobecnéni poznatkll méa mensi platnost;

Masivu a finan¢ni nenarocnost. nevystihuje specifika mensich jednotek.

Zamérny vybér Uzitecny pro t€zko Mize dojit ke zkresleni a nemusi byt
dostupné ¢i dalezité reprezentativni pro populaci.
podskupiny obyvatel.

7.3 Rozsah vybéru

Splnéni poZadavki, které jsou kladeny na vySe uvedené metody vybérového zjistovani
nezarucuje, Ze budeme pracovat s daty, které jsou vhodnym zastupcem zékladniho souboru.

V nasledujicim textu se budeme vénovat nejcastéj§imu problému, ktery ovliviiuje kvalitu
vyberovych zjistovani a tou je nedostateCny rozsah vybérového souboru. Velikost (rozsah)
vybéru je zavisld na zaméteni a cilech daného Setfeni. Jako ptiklad mizeme uvést rozdil
ve stanoveni rozsahu vybéru a nasledném sbéru dat mezi kvantitativnim a kvalitativnim

vyzkumem.

Tabulka 7.3: Stanoveni rozsahu vybérového souboru

Velikost zakladniho souboru Velikost vybérového vzorku v %
(populace'?) (pravdépodobnostni vybér)
do 30 jednotek 100 %
do 100 jednotek 80 %
do 1 000 jednotek 40 %
do 10 000 jednotek 7,5 %
do 100 000 jednotek 1,5 %
do 1 000 000 jednotek 0,25 %
do 10 000 000 jednotek 0,06 %

12 74kladnim souborem neni vzdy cela populace CR, zakladnim souborem jsou mysleny napf. viichni zaméstnanci
jednoho podniku, vechny stoje v jednom vyrobnim zavode¢, vSichni studenti druhého ro¢niku VS atd.)
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Kvantitativni vyzkum probihd podle pfedem danych pravidel a je zaloZen na ovéfovani
pfedem stanovenych hypotéz. Pfedmétem takového Setieni je pocetna skupina jedinci —
reprezentativnich  zastupcti celé populace (snazime se ziskat vybrané informace
o velkém vzorku populace). V odborné literatufe se uvadi nasledujici pomér (tab. 7.3)
v rozsahu mezi zdkladnim a vybérovych souborem (tab. 7.3).

Kvalitativni vyzkum, neni piesn¢ definovan, zamétuje se na nové pohledy (indukce)
a pfedmétem Setfeni muZe byt i jedinec (zaméfujeme se na ziskani mnoha informaci
o jednotlivci). Pocet jednotek se odviji od ,,teoretického nasyceni®. Rozsah souboru je mensi, avsak
flexibilngjsi (je mozné v pribéhu meénit jeho velikost). Takto ziskané informace jsou validni,

ale nejsou zobecnitelné na veétsi populaci.
Mezi dalsi faktory, které maji vliv na rozsah vybérového souboru radime:

Velikost vybérové chyby
Vybérova chyba ndm urcuje, nakolik se mize vysledek zjistény na zaklad¢ z vybérového
souboru odchylovat od skutecnosti v souboru zakladnim (spolehlivost vysledk).

Chyba se udava v procentech na zvolené hladin¢ vyznamnosti (vice viz Teorie odhadu).
Stanovime-li si pfipustnou vyb&rovou chybu, miizeme urcit velikost vybérového souboru.
Snizovani vyberové chyby znamena zvySovani rozsahu vybérovy soubor. Je tfeba dobie zvazit,
zda je to mozné z praktickych divoda (napt. podle poctu lidi v siti tazateli, podle poctu

rozhovoru, které I1ze provést atd.).

Homogenita populace
Variabilita zakladniho souboru. Pokud je zdkladni soubor nehomogenni (skladd se z vice

podskupin), je potfeba zvysit rozsah souboru.

Typ proménnych a velikost vychozich podmnoZin

Rozsah souboru zalezi na poétu proménnych a jejich typu. Cim je vice proménnych a ¢im je
nizsi troven jejich typu (nominalni — ordindlni — kvantitativni), tim vétsi rozsah souboru je
potieba. Rozsah vybérového soubor zaleZi také na poctu podmnozin, které budeme analyzovat.

Cim vice podmnoZin tim je potfeba mit vétsi pocet jednotek.

Financni, ¢asova a organizac¢ni hlediska
Skutecnd velikost vzorku byva kompromisem mezi metodologickymi poZadavky

a dostupnymi finan¢nimi, ¢asovymi a organizacnimi zdroji.
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7.3.1 Uréeni minimélniho rozsahu vybéru

Stanoveni dostatecné velikosti vybéru je mozné provést nékolika zplisoby. Nejznamé;jsi postup,
avSak v praxi malo vyuzivany je zalozeny na §iii intervall spolehlivosti dle typu sledovanych

proménnych.

Kvantitativni proménné — postup na zakladé odhadu intervalu pro primér
V ptipadé, Ze data maji normalni rozdé€leni, ur¢i se minimalni velikost vybéru tak, aby

s pravdépodobnosti (nejcastéji stanovujeme 95 %) platilo:

s?2 5?2
P i—ul_%- XSMSJ_C-Ful_%' Y =l-a (7.1)
Kde: P.......... pravdépodobnost - P = 1 — a — pozadovana spolehlivost,
Ao, hladina vyznamnosti,
X oo vybérovy aritmeticky primeér,
s2 vybérovy rozptyl,
Ug cvennen kvantil normalniho rozd¢lent,
Uoooannnnn. populaéni pramér.

Minimalni rozsah souboru se pak stanovuje na zéklad¢ vztahu:

u,_a®-s?

> —2 (7.2)

= A2

Kde: A .... pozadovana polovina §ife intervalu spolehlivosti — pfipustna chyba odhadu,
n ... celkovy rozsah souboru,

U, ...kvantil normdlniho rozdéleni,

s“ ... vybérovy rozptyl.

Priklad 7.1

Jak velky soubor dat z populace s normalnim rozdélenim je potfeba vybrat, abychom mohli
provést odhad stfedni hodnoty (priméru) proménné pocet hodin ve Skole béhem dne.
Predpokladame, ze wvariabilita vyjaddifena smérodatnou odchylkou je 2,34 hodiny.
Pozadujeme, aby vysledny 95% interval spolehlivosti mél Sitku:

a) =* 1 hodinu;

b) % 3 hodiny.
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Reseni piikladu 7.1
K vypoctu vyuzijeme vztah 7.2

a) A — =+1 hodina
§% — 2,342
P=1-a—->095 =1 - 0,05
u, kvantil normalniho rozdé€leni je tabelovana hodnota — pro ul_% = Ugg75 = 1,96

1,96%-2,34
n= TZZZ
b) A — +3hodina

1,962 - 2,34
n= TZB

Kvalitativni proménné — postup na zakladé odhadu relativni ¢etnosti
V ptipadé, Ze nas zajima relativni Cetnost vyskytu jediné kategorie proménné, je rozsah souboru

stanoven nasledovné:

’p(l — D) /p(l —p)
P p—ul_%- TSnSp+u1_%- — =1l-a (7.3)

Kde: p.......... vybérova relativni ¢etnost,
Ug cennennn kvantil normalniho rozd¢leni,
7/ AT populacni relativni ¢etnost.

Minimalni rozsah souboru se pak stanovuje na zéklad€ vztahu:

u,_a® p(l-p)
nz —2 (7.4)

Ostatni symboly maji stejny vyznam jako ve vzorci 7.1 a 7.2.

Priklad 7.2

Jak velky soubor bude potiebny pro zjisténi podilii zen, které chodi do menzy na obédy.
Ptedpoklddame, ze v menze se stravuje 35 % zen. Pozadujeme, aby vysledny 95% interval
spolehlivosti m¢l sitku:

a) £2%;

b) * 15 %.
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Reseni piikladu 7.1
K vypoctu vyuzijeme vztah 7.4
a) A->=+2%

p — 0,35
Ugq kvantil normalniho rozd€leni je tabelovana hodnota — pro u, _a == ug 975 1,96
2

1,96%-0,35(1 — 0,35)
nz=

> 022 > 2185

b) A>+15%
1,962 - 0,35(1 — 0,35) -

0,152 =39

nz=

Uvedené postupy pro stanoveni rozsahu souboru jsou vhodné tehdy, kdyz mame o chovani
dat predbézné informace.

Z vySe uvedeného vyplyva, ze ¢im je rozsah vybérového souboru vétsi, tim presnéjsi jsou
1 zavéry z provadéného Setieni. Velikost vybérového souboru je sice vyznamna, ale neni
rozhodujici. S rostouci velikosti vybérového souboru se shoda mezi strukturou populace
a vybérovymi daty zvySuje, ALE rozhodujici je reprezentativnost vybérového souboru.

Zavéry analyz provadéné na menSim reprezentativnim vybeérovém souboru jsou casto

mnohem kvalitnéj§im zdrojem informaci nez zavéry plynouci z analyzy velkého souboru dat,

které jsou nereprezentativnim zastupcem populace.

7.4 Reprezentativnost vybérového souboru

Obecné mizeme uvést, Ze reprezentativnost vybérového souboru je dana tim, nakolik je tento
soubor ve zmenSeném méfitku odrazem populace a miize ji tedy zastupovat. Jedna se tedy
o to, jak vérné vybér reprezentuje znamé parametry cilové populace (napi. narodnosti
slozeni, vékovou strukturu, strukturu podniki atd.), které jsou predmétem naseho Setieni.

Reprezentativnost vybérového zjistovani, znamena také moznost zobecnéni informaci,
které jsou obsaZené ve vybérovém souboru na soubor zakladni. Stoprocentni reprezentativnost
neexistuje, vzdy je néjakd moznost vzniku chyby — ndhodna chyba vybéru (viz kapitola Teorie
odhadu).

Nakolik je soubor reprezentativni (spolehlivy a pfesny) zavisi na dvou faktorech; validité
(platnost) a reliabilité (spolehlivost), které prestavuji charakteristiky kvality métfeni. Validita
a reliabilita jsou jednou ze zékladnich charakteristik méfeni v kvantitativnim vyzkumu,

a predevsim dilezitym predpokladem pro zabezpeceni jeho kvality.
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7.4.1 Validita

Validita znamend platnost toho, ze méfime to, co predpokladame, Ze méfime (pravitko je
validnim nastrojem pro stanovena rozmért uméleckého dila — obrazu, nikoli vsak pro stanoveni
jeho hodnoty). Neexistuje exaktni metoda, jak ji zjisStovat. Validitu rozliSujeme kriteridlni,
konstruktovou a obsahovou.

Kriterialni validita posuzuje shodu vysledkil, zamétenou na vysledky zavadéné procedury
v porovnani s né¢jakou kriteridlni proménou nebo s jinym méfenim, které je jiz ovérené.
Nejveétsim problémem prokazovani kriteridlni validity je prave nalezeni vhodného kritéria. Tato
ovéiend proménna byva nékdy nazyvana , kriteridlni standard nebo ,,zlaty standard®.

Konstruktova' validita umozZiiuje srovnani a zabyva se teoretickymi aspekty méfeného
konstruktu (proménné). Je objektivné méfitelnd, nebot’ pracuje s vice ukazateli sledovaného
jevu a vzdjemné vztahy téchto ukazatelii ¢iseln€ vyjadiuje.

Obsahova validita ovéiuje, do jaké miry je méfeni skutecné zamétfeno na vSechny
sledované aspekty (napf. pfijimaci testy z matematiky — obsahuji vSechna potiebna témata). Na
rozdil od konstruktové ¢i kriterialni validity ji nedokladame analyzou shody vice ukazateld. Jeji
ovéfeni je zaloZeno na vécném rozboru struktury testu, jeho vystupll a opird se napt. o znalost

urcité teorie nebo o odbornou literaturu. Stanovuje se expertnim posouzenim.

7.4.2 Reliabilita

Znamena spolehlivost a pfesnost, kterd je vyjadiena stupném shody vysledkd méfeni
provedené¢ho za stejnych podminek (napf. stanoveni pfesné teploty — kapalinovy, plynovy,
termoelektricky teplomér).

Reliabilita se zamétuje na ndhodné chyby méteni, kdy za reliabilni povazujeme takové
méteni, kde je chyba co nejmensi. Chybovost mimo jiné zavisi na vlastnostech a dovednostech
hodnotitele. Na poctu a kvalité¢ pozorovani. Technice pozorovéni, jeho ucelu, typu pouzitého
nastroje, na subjektu vyzkumu a v neposledni fadé¢ na okolnostech pozorovani neboli vlivu

vngjsich faktorid (vice viz GWET, K. 2014)

POZOR! Bez reliability nemuzeme dosahnout validity a naopak. Dostatecné vysoka
reliabilita je nutnou podminkou dobré validity mereni, vysoka reliabilita vsak jesté nezarucuje

dobrou validitu!

13 Konstrukt (jev) je teoreticky pojem, ktery se oznauje pfimo nepozorovatelny faktor. Méfitelng vyjadieny
konstrukt je proménna.
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Shrnuti kapitoly

Problémem statistick€ého zjisStovani je reprezentativnost vybérového souboru, ktera je dana
tim, nakolik je tento soubor ve zmenSeném meéfitku odrazem populace a muize ji tedy
zastupovat.

Pozadavek reprezentativnosti vybéru jedinct z populace se odviji také od metody vybéru.

Pravdépodobnostni vybér vychazeji z predpokladu, ze jednotky do vybérového souboru
zahrnujeme na zéklad¢ pravdépodobnostnich pravidel.

Nepravdépodobnostni vybér je takovy vybér, u kterého nezname pravdépodobnost
zatazeni jednotek do vybéru.

Kvalitu vybérovych zjistovani ovlivituje rozsah vybérového souboru, ktery se odviji od
velikosti vybérové chyby; homogenity populace; typu proménnych a velikosti vychozich
podmnozin; finan¢nich, ¢asovych a organizacnich faktort.

Reprezentativnost zavisi na dvou faktorech; validité a reliabilité.

Validita znamena platnost toho, Ze méfime to, co predpokladame, ze métime.

Reliabilita znamend spolehlivost a pfesnost, ktera je vyjadiena stupném shody vysledkl

meéfeni provedeného za stejnych podminek.
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7 Kontrolni otazky

—

0 ® Ny 0k wDN

—_— = =
W N = O

Co je ukolem vybéroveého zjistovani a k cemu slouzi?

Jaké jsou dva zakladni druhy vybérovych zjistovani?

Co je to prosty pravdépodobnostni vybér a jaké jsou jeho vyhody?

Jaky je rozdil mezi uplnym a neuplnym zjistovanim?

Jaké typy pravdépodobnostnich vybért znate a jaky je jejich hlavni princip?
Co je hlavnim principem nepravdépodobnostniho vybérového zjistovani?
Co je to reprezentativnost vybérového souboru?

Jaké faktory ovliviiuji rozsah vybérového souboru?

Jak souvisi velikost vybérové chyby s rozsahem souboru?

. Pro¢ neni vzdy pravidlem, ze vétsi vybérovy soubor zarucuje lepsi vysledky?
. Jaké dva hlavni faktory ovliviiuji, nakolik je soubor reprezentativni?
. Co znamena termin validita?

. Co znamen4 termin reliabilita?
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8 TEORIE ODHADU

Teorie odhadu je jednou z uloh statistické indukce, kdy z informaci o ¢asti populace chceme
dospét k tvrzenti, které se tyka celé populace.

Pro vypocet vybérové charakteristiky (napf. priméru, rozptylu) je typické, ze skutecné
naméefené hodnoty statistické proménné jsou vzdy ziskany na redlném a kone¢ném vybéru,

a proto se jeji hodnota méni od jednoho nahodného vybéru k druhému (piiklad 8.1).

Priklad 8.1
Primérny bodovy zisk vSech studenti (N =420) oboru ESM kurzu Statistika
z testu byl 12,5 bodi. Tento udaj je populaéni parametr (konstanta) »> p = 12,5.

Primérné bodové hodnoceni jednotlivych studijnich skupin bylo nésledujici:

ny = 30 )El = 9,5 S1 = 4‘,21

n,= 26 X, =13 s, =1,75 Vybérova charakteristika
ng=50 X3=115 s3 =254 Néhodna veli¢ina s uréitou variabilitou!
n,= 22 x, =105 s,=3,48

Teorie odhadu se zabyvd metodami, jak na zédkladé vybérovych charakteristik neboli
statistik ziskanych vypoctem =z reprezentativnich vybéri odhadnout co nejptesnéjsi
a nejspolehlivéjsi charakteristiky modelového rozloZeni dat (populaéni parametry).

Teorie odhadi, stejné jako testovani statistickych hypotéz o populacnich parametrech,
kterému se budeme vénovat v dalsi kapitole, vychazeji z principti Centralni limitni véty, ktera
nam fika, Zze provedeme-li mnoho nahodnych vybéra a pro kazdy z nich vypocitame urcitou
vybérovou charakteristiku (napiiklad primeér), pak se rozdéleni téchto charakteristik bude

s rostouci velikosti vybérového vzorku bliZit normalnimu rozdéleni. To plati bez ohledu na to,

jaké je piivodni rozdéleni populace.

Odhady parametrt se provadi nej¢astéji na zakladé:
* momentové metody, kterd je zaloZena na vypoctu centralnich momentt (viz kapitola
Ciselné charakteristik NV). Tato metoda spolivd v porovnani teoretickych
a vybérovych momentt.
* metody maximalni vérohodnosti, ktera je univerzalni metodou pro konstrukci odhada
parametr riznych typi rozdéleni ndhodnych veli¢in. Jeji princip spocivéa v nalezeni
takového odhadu parametru, pro ktery je pravdépodobnost, Zze pozorované hodnoty

pochézeji z predpokladaného rozdéleni, maximalni.
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Odhad nezndmé populacni charakteristiky mize byt bud’ bodovy, nebo intervalovy.

Bodovy odhad spociva v tom, ze na zaklad¢ zjisténych udaji z ndhodného vybéru dat
odhadneme piedem stanovenym zpiisobem jedno Cislo, které povazujeme za nestranny odhad
parametru zakladniho souboru. Intervalovy odhad je nahodny interval, ktery s pifedem
zvolenou pravdépodobnosti pokryva skutecnou hodnotu populaéniho parametru. Takto

sestrojeny interval hodnot se nazyva konfiden¢ni interval (interval spolehlivosti).

8.1 Bodové odhady parametri rozdéleni

Bodovy odhad nebyva pocetné narocny a pouzivame ho obvykle v ptipad¢, je-li rozsah
vybérového souboru vzhledem k rozsahu zékladniho souboru dostate¢né velky (n = 30).

Z nédhodného vybéru ziskdme konkrétni hodnoty x na jejichz zaklad¢ definujeme statistiku
T(X). Jestlize cilova populace, ze které pochdzi nahodny vybér ma rozdéleni s hustotou

pravdépodobnosti f (x; 8), pak se bodovy odhad 8 nezndmého parametru 6 rovna:

=T =x) @1
Odhad musi, splinovat urcité vlastnosti. Vzhledem k tomu, Ze pii kazdé dalsi realizaci
nahodného vybéru ziskdme jiné hodnoty veli¢in, bude i bodovy odhad rozdilny. Takovy odhad
nam nemuze poskytnou pfesnou hodnotu populacniho parametru. Za ptedpokladu, Ze spliuje
nize uvedené vlastnosti, ho vS§ak miizeme povazovat za ,,vérohodného* zastupce populaéniho

parametru.

Mezi zakladni vlastnosti odhadi Fadime: nestrannost, konzistenci a vydatnost.
Nestrannost znamena, Zze stfedni hodnota odhadu E(T) nevede k systematickému
nadhodnocovani ¢i podhodnocovani odhadované charakteristiky, tzn. kolisa systematicky
kolem 6 na obé¢ strany. Stfedni hodnota kvadratické chyby odhadu od skute¢né hodnoty
parametru je nulova.

E(T) = 8 > E[(T - 6)2]=0 (8.2)

Spliluje-li  zvolend charakteristika tento pozadavek, nazyvame ji nestrannym,
nezkreslenym ¢i nevychylenym odhadem. Odhady, které nespliuji pozadavek (vztah 8.2),

nazyvame zkreslenymi ¢i vychylenymi odhady, v takovém ptipad¢ plati:

E(T)— 6 # 0o E(T) — 6— vychylenost odhadu (8.3)
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Zkresleny odhad, pro ktery zkresleni mizi s rostoucim rozsahem vybéru, se nazyva
asymptotickym nezkreslenym odhadem. Mame-li k dispozici vybér velkého rozsahu, lze

pokladat asymptotickym nezkresleny odhad za rovnocenny s odhadem nezkreslenym.

Konzistentnim odhadem parametru 6 se oznacuje takovy odhad pro ktery plati,
Ze s rostoucim poctem pozorovani se zvysuje pravdépodobnost (blizi se teoretické hodnoté 1),
ze odhad se bude co nejvice blizit skutecné hodnoté odhadované charakteristiky zakladniho

souboru.

LIimP(IT—-6|<e)=1e lim P(IT—6| >€)=0 (8.4)
n—oo n—oo

Odhad je konzistentni, jestlize je asymptoticky nestranny a jestlize s rostoucim rozsahem

se hodnota rozptylu bliZi nule.

Vydatnost odhadu znamenda, ze rozptyly odhadi okolo odhadovaného parametru pti
opakovanych vybérech jsou malé. Charakteristika T dava vydatny odhad charakteristiky
0, jestlize ma ze vSech nestrannych odhad nejmensi variabilitu.

Vyse uvedené pozadavky je vhodné doplnit o posouzeni toho, zda je odhad dostateény

a robustni.

Dostateény odhad (postacujici) znamena, ze charakteristika T shrnuje vSechny informace
o sledovaném parametru, které poskytuji data z vybérového Setieni. Neexistuje tedy Zadna dalsi

charakteristika, ktera by méla o parametru 6 né&jakou dal$i informaci.

Robustnost v tomto pojeti znamend, Ze odhadované robustni charakteristiky nejsou citlivé
na odlehlé hodnoty, které nemohou byt pro svoji dilezitost ze souboru odstranény, odhad neni
ovlivnén tim, zda data pochazeji ¢i nepochazeji z normalniho rozdé€leni a, v neposledni fad¢,
hodnoty vypoctené pomoci robustnich (neparametrickych) postupti, nejsou ovlivnény velkou
variabilitou dat. Naptiklad robustnim odhadem stfedni hodnoty rozdéleni mtize byt median.

Pti pouZzivani bodovych odhadi je tfeba si uvédomit, ze 1 kdyz za bodovy odhad zvolime
charakteristiku, kterd ma poZadované vlastnosti, jeji hodnota vypoctend na zéklad¢ udaji
ziskanych nahodnym vybérem se bude prakticky vzdy liSit od odhadované charakteristiky
zakladniho souboru. Tato hodnota bude zatizena vybérovou chybou, kterd vznika pti odhadu

na zékladé jednoho vybérového souboru.
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Stanoveni vybérové chyby, kterd vznikd pfi bodovém odhadu populacnich parametrti

posuzujeme nejcastéji pomoci stiedni kvadratické chyby MSE14,
MSE; = 62 = D(T) = E(T — 8)? (8.5)

Kde: E(T).... Stiedni hodnota odhadu,
D(T).... Rozptyl odhadu.

V piipadé, kdy posuzujeme piesnost bodového odhadu (odhad spliiuje podminku
nestrannosti viz vztah 8.2) pouzivame k vypoctu stifedni (smérodatnou) chybu odhadu SE*5,

kde je za méfitko piesnosti povazovana smeérodatnd odchylka or.

SEp = o, = \/D(T) = E(T — 6)2 (8.6)

Obecné stfedni chyba odhadu vyjadfuje miru nejistoty (variability) odhadovaného

parametru zpisobenou ndhodnym vybérem prvkil z populace.

V ptipadé¢ primérd ndm stfedni chyba odhadu méfi (obr. 8.1) rozptylenost vSech
vybérovych priméri, které jsou vypocitané z riznych vybérovych soubori X; =
(X1, X5, ..., Xi) o rozsahu n prvka, které pochazejicich z cilové populace (jednoho zakladniho
souboru). Stfedni chyba odhadu SE vyjadiuje kolisani vybérovych priméra kolem teoretické

sttedni hodnoty E (X) v celém zakladnim souboru.

Obrazek 8.1: Podstata bodového odhadu teoretické stiredni hondoty

VYBEROVA
CHYBA POPULACE

I
L Kol
1

1
Hustota pravdépodobnosti
POPULACE

% %,

L XX
1
E(X) p

14 MSE z anglického Mean squared error.
15 SE z anglického Standardt error.
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8.2 Intervalové odhady parametra rozdéleni

Intervalovy odhad spociva ve stanoveni ¢iselného intervalu, ve kterém lezi nezndmy populacni
parametr s ptedem zvolenou pravdépodobnosti (obr. 8.2). Tento interval byva oznacovan také
jako konfiden¢ni interval a slouzi k zobecnéni vysledki vybérového souboru na soubor
zakladni.

Obrazek 8.2: Interval spolehlivosti

Odhadovana charakteristika

T
P( ;ID <6< :'IH) = —" Spolehlivost odhadu

Dolni mez intervalu Horni mez intervalu

Sitka intervalového odhadu parametru 6 je ovlivnéna koeficientem spolehlivosti
P=1-a.

Spolehlivost odhadu 1 —a udidva miru pravdépodobnosti P, se kterou interval
spolehlivosti pokryje parametr zdkladniho souboru pii opakovaném provadéni vybéru —
predstavuje miru jistoty odhadu. Nejcastéji pouzivané hodnoty spolehlivosti odhadu jsou
90 %, 95 % nebo 99 %.

Provedeme-li 100 opakovanych vybérovych Setfeni a ndsledné na zaklad¢ ziskanych udajt
stanovime 100 intervalovych odhadt popula¢niho parametru, pak pti 95% spolehlivost odhadu
to znamena, ze ze 100 vypoctenych intervall spolehlivosti jich pfiblizn€ 95 pokryje hodnotu

populaéniho parametru.

Priklad 8.3

Predstavme si populaci, kterd méa zndmy primér u = 10. Z této populace provedeme celkem
50 nezavislych ndhodnych vybéri, kazdy o rozsahu n = 30. Pro kazdy z téchto 50 vybért
vypocitame prumér a nasledné sestavime 95% interval spolehlivosti.

Reseni

ProtoZze pracujeme s 95% spolehlivosti, teoreticky ocekavame, Ze 95 % intervalil
(. ptiblizn€ 47) bude obsahovat skutecnou hodnotu populaé¢niho priméru (¢=10). Zaroven
to znamenad, ze 5 % intervali (tj. pfiblizn¢€ 2-3) populaéni pramér pokryt nemusi.

Po provedeni simulace vSech 50 vybérii a vypoctu intervalli ziskame vysledek, ktery je

znazorneén v nasledujicim grafu.
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Pokracovani piikladu 8.3

95% intervaly spolehlivosti pro populacni primeér

00— | p=10

40 d

w
o
[
L

Intervaly

N
o
[
L

10

85 9,0 9,5 10,0 105 11,0 115
Sledovana hodnota

Modra svisld cara predstavuje skutecnou hodnotu popula¢niho priméru (u=10).
Vodorovné usecky jsou jednotlivé 95% intervaly spolehlivosti vypocitané pro kazdy z 50
nahodnych vybéru.

Jak muzete vidét z grafu, vétSina intervalil protind modrou ¢aru, coZz znamena, Ze
obsahuji populacni primér. Nékteré z intervald, které jsou zobrazeny Cervené, vSak modrou
¢aru neprotinaji. To nazorné ilustruje, Ze 1 kdyZ je vysoka pravdépodobnost (95 %), Ze
interval spolehlivosti bude obsahovat neznamy parametr, neni to jistota.

Graf ilustruje, Ze interval spolehlivosti je nahodna veli¢ina a Zze i pfi vysoké
spolehlivosti (95 %) existuje Sance, Ze nékteré intervaly skute€nou hodnotu nezachyti.
Tento princip je kli€ovy pro statistické zavéry. Ukazuje, Ze 1 pii vysoké spolehlivosti

musime pocitat s ur¢itou mirou nejistoty.

Hladina vyznamnosti a udavd sjakou pravdépodobnosti nebude odhadovana
charakteristika zakladniho souboru zahrnuta ve vypocteném intervalu spolehlivosti. Hladina
vyznamnosti vyjadfuje riziko toho, Ze na§ odhad nebude spravny — pfedstavuje miru rizika
chyby odhadu (obr. 8.3). Jeji hodnota je dana dopoctem do celkové spolehlivosti, ve které se

odhadovana charakteristika mize nachazet, nejCastéji nabyva hodnoty 0,05; 0,01.
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Obrazek 8.3: Podstata intervalového odhadu spolehlivosti

Levostranny interval Oboustranny interval

Pravostranny interval

a/2 a2
P=1—a P=1—a ¥
Tp Ty

Ty

Priklad 8.2

¢. 99.

autobusu v pracovni den je v rozmezi od 6—9 minut.

0—15 minut — je pro nas tato informace jesté relevantni?

Reseni

zvysit pocet provadénych méfeni — rozsah souboru n.

V pracovni den jsme uskutecnili 15 métfeni (n = 15) Casu ¢ekani na autobus méstské linky

S pravdépodobnosti 90 % byl stanoven interval, ze primérna doba ¢ekani na méstskou linku

Zvyseni spolehlivosti na 99 % pii stejném rozsahu souboru, stanovilo interval v rozmezi

V ptipadé, Ze pozadujeme vysokou spolehlivost pii odhadu doby ¢ekéani na autobus musime

Vysokou spolehlivost odhadu je moZné zajistit zvySenim rozsahu vybérového souboru.

Intervaly pro odhad parametra zakladniho souboru

Jednostranny  Levostranny P(O <Tp) =«
(Tp, ) P(8 >Ty))=1-«a

Kde: 1 — a .. koeficient spolehlivosti,

a....... riziko podhodnoceni (hladina vyznamnosti).
Jednostranny Pravostranny P(6 2Ty =«
Kde: «a...... riziko nadhodnoceni (hladina vyznamnosti).

131

(8.7)

(8.8)




Oboustranny a

P(6 < Tp)=P(0 2 Ty) =
Tp, T 8.9
(Tp. Tn) P(Tp <0 <T)=1-a ()

Kde: a...... riziko odhadu (hladina vyznamnosti).

Z hodnot oboustranného intervalu spolehlivosti mizeme vypocitat maximalni pripustna
chybu odhadu A4, ktera piedstavuje polovinu §ifky tohoto intervalu. Vypocitame ji jako rozdil

, e e . Ty-T
horni a dolni hranice intervalu, ktery vydélime dvéma (%).

Maximalni ptipustna chyba je hodnota, ktera ndm fika, jakou nejvétsi chybu jsme ochotni
akceptovat pii odhadu populacniho parametru na zaklad¢ vybérového souboru.

Tato chyba je velmi dillezitou charakteristikou, protoze na jejim zékladé obvykle uréujeme,
jak velky vzorek potfebujeme, abychom dosahli pozadované ptesnosti. Predstavuje cilovou
hodnotu pro pfesnost, kterou si stanovime jesté pied sbérem dat.

Interpretace intervalu spolehlivosti (konfiden¢niho intervalu) vychazi z predpokladu,
ze nahodny je interval spolehlivosti, nikoliv parametr. Proto se vyroky o pravdépodobnosti
musi tykat intervalu, a ne parametru rozdéleni, ktery je konstantni, neménny, nezndmy, a proto
jej odhadujeme.

Nyni budeme vyuzivat uvedené poznatky tykaji se bodovych a intervalovych odhadi
parametri rozdéleni na nejpouzivangjsi statistické charakteristiky za predpokladu, Ze sledované

nahodna veli¢ina X byla vybrana z populace s normalnim rozdélenim.

8.3 Bodovy a intervalovy odhad stfedni hodnoty

Nejlepsim nestrannym a konzistentnim bodovym odhadem stfedni hodnoty fi populace

pochézejici z normalniho rozdgleni je vybérovy primér X.

pox= 2= Xl b (8.10)
n

8.3.1 Intervalovy odhad stfedni hodnoty p¥i znimém populaénim rozptylu

Sestrojeni intervalu spolehlivosti pro rizné vybérové charakteristiky se odviji od pftislusné
statistiky (vybérové charakteristiky), kterd vychdzi ze znalosti nebo neznalosti parametru a typu

rozde€leni nahodné veli€iny.
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Postup odvozeni intervalu spolehlivosti je vzdy stejny. V této kapitole uvedeme jako vzor
odvozeni intervalu spolehlivosti pro stiedni hodnotu u za predpokladu, Ze zname rozptyl

zakladniho souboru (populacni rozptyl).

o (12
w—
Vybeérova statistika pro parametr popula¢niho priméru je v tomto piipad¢ dana vztahem

6.1. (viz kapitola Nahodny vybér) a fidi se kvantily normovaného norméalniho rozdéleni.

7_
U= G'ux/ﬁ~ua

Oboustranny interval spolehlivosti pro parametr pu vychazi z predpokladu, ze hustota

pravdépodobnosti f(x) normovaného normalniho rozdéleni vybérové nahodné velitiny je

symetricka funkce.

P(ul_g <U <u1_g)= 1—a, (8.11)
2 2
X-u = 1-—
P( Uy« < = Vn <u1_5) =1-a, (8.12)
P()?— Z<u<X+ -i)—l—

ul_% mE< U ul_% =)= a. (8.13)

Levostranny interval spolehlivosti (— o ) _
PlX— u_o —=< =1-a. 8.14
1-a \/H u ( )
Pravostranny interval spolehlivosti p ( p<X+u_, \%) = 1—a. (8.15)

Jak jiz bylo uvedeno, postup tvorby intervalu spolehlivosti pro vSechny zékladni ¢iselné
charakteristiky je obdobny. Proto nebudeme v nasledujicim textu opakovat cely postup, ale
vzdy si jen pfipomeneme, jakou vybérovou statistiku pouZit a zjakého typu rozdé€leni je

odvozena.

8.3.2 Intervaly spolehlivosti pro u pri neznamém popula¢nim rozptylu

V praxi se vétSinou setkdvame s tim, Ze pifi sestavovani intervalu spolehlivosti pro stfedni
hodnotu u nezname populaéni rozptyl. V takovém piipadé¢ pracujeme s vybérovym rozptylem

s% nebo jeho odmocninou smérodatnou odchylkou s.
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Pokud mame dostatecny rozsah vybérového souboru n > 30, je mozné urcit intervalovy
odhad priméru pomoci vybérové statistiky vztah 6.2 (viz kapitola Ndhodny vybeér), ktera se tidi

kvantily normovaného norméalniho rozdéleni.

Oboustranny interval v _ « v e )= 1_— ’
y P(X e E< p<Ktu_e H=1-a @16
Levostranny interval ( - S ) ,
PlX— u_, - —=< =1-a. 8.17
1-a \/ﬁ u ( )
Pravostranny interval p ( p<X+u_g \/S_ﬁ) =1—a. (8.18)

Jestlize nemame dostatecny rozsah souboru n < 30. Kvantily normovaného normalniho
rozdéleni nahrazujeme, kvantily Studentova t-rozdéleni a pii vypoctu intervalu spolehlivosti
vyuzivame vybérovou statistiku (vztah 6.3). Hustota pravdépodobnosti f(x) Studentova

t-rozdéleni vybérové nahodné veli¢iny je symetricka funkce.

Oboustranny interval v « .S % « Sy 12
y P(X— tigqy m<H<KAt e, F)=1-a (819
Levostranny interval ( > S
P(X= tigmeny ~—=< )= 1-a (8.20)
Vn
Pravostranny interval  p (H <X+ tamen \/iﬁ) - 1—a. (8.21)

Priklad 8.4
Na zaklad€ vypoctu popisnych statistik (pfiklad 5.2) u proménné cena notebooku, kterou
jsem analyzovaly z datové matice ,, Notebooky“ (datovd matice je umisténa v kurzu
v Moodle), jsme zjistili, Ze cena notebookil mé normalni rozdéleni.
Z nédhodného vybéru o rozsahu 150 notebookt urcete:

a) Se spolehlivosti 95 % intervalovy odhad pro stfedni cenu notebook.

b) Vybérovou chybu odhadu — SE;.

¢) Maximalni pfipustnou chybu odhadu — A.
Reseni

Analyze — Descriptive Statistics — Explore — proménnd Cena do okna

Variable(s) - OK

SPSS
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Pokracovani prikladu 8.4 Statistic  Stg Exar

a)

b)

Cena (KE) Mean 21492 44 728,775
95% Confidence Interval for Lower Bound 20052,37
Mean Upper Bound 229325

5% Trimmed Mean 2132544
Median 22179,50
Variance 79666921322
Std. Deviation 8925633

Z vypoctu, pomoci programu SPSS (kde je standardné nastavena spolehlivost 95 %)
sestavime interval spolehlivosti pro populacni primér

P (20052,37 < u < 22932,51) = 95 %.
Populacni primér ceny notebooku je s 95% spolehlivosti v rozmezi od 20 052 K¢ do
22 932 K¢&. To znamena, Ze s 95% jistotou se skutecnd primérna cena vSech notebookii
v populaci nachazi v tomto rozmezi — kdybychom zjistovaly ceny opakovang, tak by
95 % nalezenych intervalovych odhadl obsahovalo skute¢nou hodnotu popula¢niho
priméru ceny notebooku.
Stanoveni vybérové chyby, ktera vznika pti bodovém odhadu populac¢nich parametra,
provedeme pomoci stfedni chyby odhadu, jejiz hodnota je 728,78 K¢ a kterou vycteme
pfimo z vystupu SPSS.

Maximalni pfipustnd chyba A je dana rozdilem horni a dolni meze intervalu

=1440,07

e Ty-T 22 932,51-20 052,37
spolehlivosti délené dvéma (%). .

Primérna cena notebooku, kterou jste vypocital na zdkladé hodnot z vybérového
souboru (21 492 K¢), by se od skute¢né pruimérné ceny vsech notebookll v populaci

mohla li§it maximalné€ o 1 440 K¢ obéma sméry (nahoru i dola) pti dané spolehlivosti.

8.4 Bodovy a intervalovy odhad variability

Pii odhadu variability se nejcastéji zamétujeme na odhad dvou dulezitych populacnich

parametri: rozptylu a smérodatné odchylky. Tyto parametry nam poskytuji dilezité

informace o tom, jak jsou hodnoty v populaci rozptyleny a jaka je jejich heterogenita.

8.4.1 Bodovy a intervalovy odhad populac¢niho rozptylu

=2

Nejlepsim asymptoticky nestrannym bodovym odhadem populac¢niho rozptylu 6“, ktery

pochazi z normalniho rozdéleni, je vybérovy rozptyl s%.

n 2
62 = s2 = =M _ oy (8.22)

n-—1
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K modelovani intervalového odhadu pro rozptyl za predpokladu, ze populace ma normalni
rozde€leni, se pouziva vybérova statistika (vztah 6.4), ktera se fidi chi —kvadrat rozdéleni, jehoz

hustota pravdépodobnosti f(x) vybérové nahodné veli¢iny je asymetricka funkce.

Oboustranny interval p ((n—1)52 < g? < M) =l-a (8.23)
X%—a/z Xﬁ/z . .

Levostranny interval p ((n—1)52 < 02) =1—q (8.24)
Xi-a . .

Pravostranny interval p (02 < (n—1)52) B (8.25)
Xa ' .

8.4.2 Bodovy odhad smérodatné odchylky

Po odhadu popula¢niho rozptylu se zaméfime na smérodatnou odchylku, kterd je neméné
dilezitou charakteristikou variability. Smérodatna odchylka je uzce spjata s rozptylem, ale ma
velkou vyhodu v tom, Ze je vyjadiena ve stejnych jednotkach jako pivodni data. Diky tomu
je mnohem snazsi ji interpretovat a porovnavat s ostatnimi statistikami, jako je napiiklad
pramér.

Bodovy odhad smérodatné odchylky zakladniho souborud se urcuje zodchylek

jednotlivych pozorovani od vyb&rového priiméru pro n-1 stupii volnosti'®.

G=s= /—?ﬂ(xl’ IX)Z (8.26)
n —

Dalsi upravou tohoto vztahu a za ptedpokladu, ze vybérova smérodatna odchylka s se
vypocita ze vztahu 5.27 miZeme odvodit bodovy odhad pro smérodatnou odchylku

vybérovych priméru o%.
(8.27)

N

G =

(8.28)

S

n—-1

POZOR! Ackoliv je princip stupiiit volnosti a pouzivani n—1 ve vzorcich pro spravné a presné
odhady zdsadni 7 teoretického hlediska, v nasich praktickych vypoctech ho nebudeme
explicitné resit. Diivodem je, Ze pracujeme s velkymi vybéry (vétsinou n>30), kde je rozdil mezi
délenim n a n — 1 zanedbatelny. Navic, statistické programy, jako je SPSS, provadéji tyto

vypocty automaticky a s vysokou presnosti, aniz bychom museli tuto upravu zadavat rucne.

16 Stupné volnosti v teorii pravdépodobnosti udavaji, kolik hodnot v souboru miZzeme ,,volné ménit“, aniz by se
porusila podminka nestrannosti a nezkreslenosti odhadu.
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8.5 Bodovy a intervalovy odhad relativni Cetnosti

V mnoha piipadech pii feseni praktickych uloh odhadujeme podil jednotek s danou vlastnosti

v celé populaci. Odhadujeme tedy parametr m alternativniho rozdéleni.

Pti dostatecné velkém rozsahu vybéru n > je nejlepSim nestrannym, vydatnym,

p(1-p)
konzistentnim a dostate¢nym bodovym odhadem relativni ¢etnosti T vybérova relativni

cetnost p.

Pti konstrukci intervalu spolehlivosti relativni ¢etnosti  postupujeme dvojim zpisobem:

a) Pfi malych rozsazich vychazime z toho, ze pii vybérech s opakovinim se odhad

relativni Cetnosti fidi binomickym rozdéleni, pii vybérech bez opakovani pak

hypergeometrickym rozdélenim. V praxi obvykle krajni hodnoty intervalli v takovémto
pripadé neurujeme nebo v piipadé, Ze je to pozadovano musime vyuzit specialni tabulky

uvedenych rozdéleni anebo statisticky software.

b) Vychazime-li ze skutecnosti, Ze rozsah vybérového souboru je dostate¢né velky, 1ze
rozde€leni vybérové relativni Cetnosti aproximovat normalnim rozdélenim. Vypocet intervalu

spolehlivosti pro odhad relativni Cetnosti se pak provadi pomoci vybérové statistiky (vztah 6.5).

Takto vypocteny interval spolehlivosti je jen ptiblizny, a to z divodu, Ze ve vybérové
statistice neni zohlednéna tzv. oprava pro spojitost, kterou je tfeba uvazovat tehdy,

nahrazujeme-li néjaké diskrétni rozdéleni rozdélenim spojitym.

Oboustranny interval p (p —u va-n . -~ p+u, _a _\/p(l"’)) =1-a (829
2 Vn 2 Vn

Levostranny interval p (p — w, _\/PE/;_—P) < n) =1—a. (8.30)

Pravostranny interval p ( <P+ g __x/Pf/l_n—P)) = 1-a. (8.31)
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Piiklad 8.5

Zjistujeme, jaky je podil notebooki, které maji numerickou klavesnici. Data mame z matice

., Notebooky “, ktera uz je nahodnym vybérem 150 kust notebookti. Z prizkumové analyzy

této kvalitativni proménné jsme zjistili, Ze 68 notebookli ma numerickou klavesnici.

a) Vypocitejte vybérovy podil (relativni Cetnost) notebookll s numerickou klavesnici.

b) Proved'te 95% intervalovy odhad podilu vSech notebookii v populaci, které mayji
numerickou klavesnici.

c) Vypocitejte a interpretujte maximalni piipustnou chybu odhadu.

ReSeni
Analyze — Descriptive Statistics — Frequencies — proménnd Klavesnice do
SPSS
okna Variable(s) - OK o o | Cumulstve
Frequency  Perceni  Valid Percent Percent
valid  ano 68 (453) 45,3 453
ne 82 54,7 54,7 100,0
Total 150 100,0 100,0

a) Vybérovy podil (neboli relativni Cetnost) se vypocitd jako podil poctu notebookt
s numerickou klavesnici ku celkovému poctu notebookt ve vybéru — p; = 45,3.
Analyze — Compare Means and Proportions — One-Sample Proportions — do
okna Test Variable(s) vlozime proménnou Klavesnice, v okné¢ Define Success
SPSS  vybereme Value(s) a napiSeme zde kod pro ano v naSem piipadé hodnotu 1 —

Confidence Intervals zvolime Inetrval Type(s) Wald — Continue - OK

One-Sample Proportions Confidence Intervals

Observed Asymptotic 95% Confidence Interval
Interval Type SUCCESSES Trials Proportion  Standard Error Lower, Upper
Mumericka klavesnice = Wald 68 150 453 041 374 533

ano

b) Z vypoctu v programu SPSS jsme sestavili interval spolehlivosti pro odhad podilu
vSech notebookt v populaci, které maji numerickou klavesnici.
P (0,374 < 1< 0,533) = 95 %
To znamend, ze s 95% jistotou se skute¢ny podil vSech notebookd s numerickou
klavesnici v populaci nachdzi v rozmezi od 37,4 % do 53,3 %.

c¢) Maximalni ptipustna chyba odhadu (4) ptedstavuje polovinu Sitky intervalu

spolehlivosti 4 = (~—=2) = 2222272 = 00795,

To znamend, Ze na$ odhad podilu notebookil s numerickou kldvesnic se od skutecné

hodnoty v populaci mize liSit maximalné o 7,95 %.
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Shrnuti kapitoly

Zobecnitelnost vyjadiuje, zda a s jakou jistotou plati vysledky ziskané z vybérového souboru
na celou populaci.

Odhad nezndmé populacni charakteristiky mize byt bud’ bodovy, nebo intervalovy.

Bodovy i intervalovy odhad maji ndhodné proménlivy charakter. Vypocet odhada pro
kazdy nahodny vybér vede ke stanoveni ,trochu jiného* bodového odhadu nebo intervalu
spolehlivosti.

Bodovy odhad spociva vtom, Ze na zdklad¢ zjisténych tdaji z ndhodného vybéru
odhadneme predem stanovenym zptisobem jedno cislo, které povazujeme za nestranny odhad
parametru zékladniho souboru. Vlastnosti bodového odhadu# (nestrannost, konzistence
a vydatnost) vypovidaji o tom, ze k odhadu popula¢ni charakteristiky 6 byla pouzita vhodna
statistika 7.

Intervalovy odhad je Ciselny interval, ve kterém se s piedem zvolenou pravdépodobnosti
nachdzi odhadovand hodnota popula¢niho parametru. Takto sestrojeny interval hodnot
se nazyva konfidenéni interval (neboli interval spolehlivosti).

Spolehlivost odhadu je dina pravdépodobnosti, s jakou se odhadovana charakteristika
zakladniho souboru 6 bude nachazet v intervalu vymezeném piislu$nou statistikou T'(X).

Sii‘ka intervalu spolehlivosti je zavisla na rozsahu vyb&rového souboru. Cim vétsi rozsah

4

vybérového souboru mame, tim piesnéjsi je odhad populacniho parametru.
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8 Kontrolni otazky

NS AW

*

10.
11.
12.
13.

. Co je hlavnim cilem teorie odhadu?

Jaky je rozdil mezi populatni charakteristikou (parametrem) a vybérovou
charakteristikou (statistikou)?

Jaké jsou dva zékladni typy odhadli neznamé populacni charakteristiky?

Definujte bodovy odhad?

Co nam tika interval spolehlivosti?

Jaky je vztah mezi Sitkou intervalu spolehlivosti a rozsahem vybérového souboru?

Jak ovlivni zvySeni spolehlivosti odhadu $itku intervalu, pokud se rozsah souboru
nezméni?

Jaké zakladni vlastnosti by mél spliovat dobry bodovy odhad?

Strucné vysvétlete, co znamena nestrannost a konzistence.

Jak se vypocita maximalni pfipustna chyba odhadu z intervalu spolehlivosti?

K ¢emu nam tato hodnota slouzi?

Vysvétlete na prikladu 95% spolehlivosti, co znamend spolehlivost odhadu.

Jaky je rozdil mezi predikénim intervalem a konfiden¢nim intervalem (intervalem

spolehlivosti)?
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8 Priklady k procviceni

Na zéklad¢ datové matice ,, Byty “, kterou naleznete v kurzu v Moodle, odpovézte na nasledujici

otazky.

8.1 Bodovy odhad a intervalovy odhad popula¢niho praméru

8.1.1 Vypoctéte a interpretujte bodovy odhad pro prumérné meési¢ni ndjemné za byt
v populaci. Sestavte 95% interval spolehlivosti pro primérné mési¢ni ndjemné.
Nasledn¢ interpretujte vyznam tohoto intervalu a urete maximalni pfipustnou chybu
odhadu.

[A = 15531 K¢; P(14817 KE < u < 16 245 KE) = 95%; 4 = 714 K¢

8.1.2 Z datové matice vytvoite podsoubor, ktery bude obsahovat pouze byty s dispozici 3+1.
Na zaklad¢ tohoto podsouboru odpovézte na nasledujici otdzky. Vypocitejte
a interpretujte bodovy odhad primérné plochy byti 3+1 v populaci. Sestavte 95%
interval spolehlivosti pro primérnou plochu vSech bytl 3+1 v populaci. Nésledné

interpretujte vyznam tohoto intervalu a urcete maximalni piipustnou chybu odhadu.

[i = 82,77 m?;P(80,13 m? < u < 85,42 m?2) = 95%; A4 = 2,645 m?]

8.2 Bodovy odhad a intervalovy odhad popula¢niho podilu

8.2.1 Vypoctéte a interpretujte bodovy odhad podilu bytl s vytahem v populaci. Sestavte 95%
interval spolehlivosti pro podil vSech byt v populaci, které maji vytah. Nasledné

interpretujte vyznam tohoto intervalu a urete maximalni pfipustnou chybu odhadu.

[ = 61,3 %; P(53,5% < 7 < 69,1 %) = 95%; A = 7,79 %]

8.2.2 Z datové matice vytvoite podsoubor, ktery bude obsahovat pouze novostavby. Na zaklade
tohoto podsouboru odpovézte na nasledujici otazky. Vypocitejte a interpretujte bodovy
odhad podilu bytt s vytahem v novostavbach. Sestavte 95% interval spolehlivosti pro
podil vSech byt v novostavbach, které maji vytah. Nasledn¢ interpretujte vyznam tohoto

intervalu a urcete maximalni ptipustnou chybu odhadu.

[# = 81,8%; P(72,5% < < 91,1 %) = 95%; A = 9,3 %)]
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9 TESTOVANI STATISTICKYCH HYPOTEZ

Ukolem testovani statistickych hypotéz je posoudit platnost & neplatnost spravné'’
formulované hypotézy.

Testovani statistickych hypotéz je, spolu s odhady parametrii rozdéleni zakladniho souboru,
jednou z hlavnich tloh matematické statistiky. Testovani ndm umoziuje na zédklad¢ informaci
o chovani vybérové nahodné veliiny, usuzovat s predem stanovenou pravdépodobnosti
na charakter celé populace. Stejné jako pii odhadech spolehlivosti, i zde plati predpoklad,
ze vybeérovy soubor musi byt reprezentativnim zastupcem zékladniho souboru, musi vérné
reprezentovat znamé parametry cilové populace — je tedy jejim odrazem.

Hypotéza znamena ptedpoklad, tvrzeni ¢i domnénku. V bézném vyuziti je hypotéza
neprokéazané tvrzeni, které by mélo byt mozné zkoumat, empiricky ovérovat. Odborné hypotéza
je veédecky pftijatelny pfedpoklad umoziujici védecké vysvétleni jevll. Na pocatku védeckého
poznani stoji domnénka, kterou hypotéza rozpracovava a kterd musi byt podlozena celou fadou
fakt vytycCujicich ndm dalsi smér vyzkumu. Hypotéza predstavuje védecky predpoklad, ktery
byl vyvozen z védecké teorie.

Spravné stanovené hypotézy maji kli¢ovou roli vrozhodovani, jaké jevy maji byt
predmétem Setieni, aby nedochézelo k ziskavani nadbyte¢nych informaci anebo naopak nebyly
opomenuty informace dilezité. Vyznamnou funkci hypotéz je propojeni teoretické a empirické
slozky préace, tzv. operacionalizace hypotéz, tj. smysluplné a efektivni transformovani
obecnych pojml do podoby empiricky pozorovatelnych znakd.

V naSem textu se ddle budeme podrobné&ji zabyvat testovani statistickych hypotéz, které

predstavuji ur€itou podtiidu védeckych hypotéz.

9.1 Statisticka hypotéza

Statistickou hypotézou rozumime jakykoliv predpoklad ¢i tvrzeni, které se miize tykat
neznamych parametrl, tvaru rozdéleni ndhodné veliciny, a také dalSich vlastnosti zdkladniho
souboru — populace. Statistickou hypotézou miize byt naptiklad tvrzeni, ze dva ndhodné vybéry
pochézeji ze stejného rozdéleni, ndhodny vybér pochazi z normalniho rozdéleni, ovérovani
reprezentativnosti vybeérového souboru viici cilové populaci, zjistovani toho, zda dva vybérové

soubory maji stejny populacni parametr atd.

17 Hypotéza piedstavuje jednoznalné tvrzeni, které se vyjadiuje oznamovaci vétou.
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9.1.1 Parametricka hypotéza

Parametrické hypotézy se tykaji vyhradné hodnoty jednoho nebo nékolika parametri
rozdéleni nahodné veli¢iny. K ovéfovani hypotéz o nezndmych parametrech rozdé€leni
pravdépodobnosti, kterym se uvazovana nahodnd veli¢ina fidi, se pouzivaji parametrické
testy. Tyto testy jsou zaloZeny na urcitych znalostech o charakteru pravdépodobnostniho
rozdéleni studovanych ndhodnych veli€in (napt. t-test je zalozen na ptedpokladu, ze zékladni

soubory, znichz byly provedeny ndhodné vybéry, maji normalni rozdéleni se stejnymi

24

POZOR! Je treba si uvédomit, Ze testovani parametrickych hypotéz v pripadé chybnée urceného

rozdeéleni pravdeépodobnosti parametrické testové statistiky muze vést k mylnym zaveérim!

9.1.2 Neparametricka hypotéza

Neparametrické hypotézy se tykaji tvrzeni, které jsou zamétena na obecné vlastnosti populace
(napf. o tvaru rozdéleni zdkladniho souboru, o zavislosti proménnych atd.) bez konkrétni
znalosti parametra rozdéleni. K ovétovani téchto tvrzeni se pouzivaji neparametrické testy.
Neparametrické testy nevyzaduji znalost typu rozdéleni napf. normalitu rozdé¢leni
pravdépodobnosti, ale pouze jeho symetrii. Vypocet neparametrickych testli ve velké vétsing
piipadil nevychazi ze skute¢nych hodnot ndhodné veliiny, ale opira se o pofadova ¢isla (ranky),
ktera skute¢né hodnoty nahrazuji. Neparametrické testy maji mensi silu. PouZivaji se pfedevSim

tehdy, jestlize neni mozné pouzit testy parametrickych z diivodt nesplnéni jejich predpokladi.

9.1.3 Nulova a alternativni hypotéza

Piedpoklad, jehoz platnost oveéfujeme, se nazyvame nulova hypotéza H,. Tato hypotéza
pfedstavuje urcity rovnovazny stav a byva vyjadrena rovnosti ,,= “. Je to tvrzeni, které obvykle
vyjadiuje ,,nepritomnost rozdilu* mezi testovanymi nahodnymi veli¢inami.

Nulovou hypotézou mohou byt urcitd tvrzeni o parametrech rozdéleni, nebo tvaru
pravdépodobnostniho rozdéleni.

Jestlize populaéni parametr, odhadovany na zakladé vybéru oznac¢ime 6 a hypotetickou

hodnotu tohoto parametru 6,, pak nulova hypotéza ma tvar:
HO: 0 = 90 (91)
Nulova hypotéza tvrdi, ze odhadovany populacni parametr se statisticky vyznamné nelisi

od hypotetické hodnoty.
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V ptipadé, Ze se nam nepodaii nulovou hypotézu vyvratit, hovofime o jejim nezamitnuti,
a nikoliv o pfijeti. Nezamitnuti nulové hypotézy neznamena absolutni potvrzeni jeji platnosti.
Pouze vyjadiuje skuteCnost, ze vysledek testu neprokazal dostateCné velkou neshodu mezi
odhadovanym popula¢nim parametrem a hypotetickou hodnotu tohoto parametru, ktera by byla
divodem k zamitnuti hypotézy.

Proti nulové hypotéze stavime alternativni hypotézu H,. Ta piedstavuje poruseni
rovnovazného stavu a je tvrzenim o neznamych vlastnostech rozdéleni pravdépodobnosti
sledované nahodné veliciny, které popira platnost nulové hypotézy. Alternativni hypotézu
piijimame v piipad¢, Ze jsme nulovou hypotézu H, zamitli jako nespravnou.

Tvar alternativni hypotézy zalezi na typu nerovnosti mezi odhadovanym popula¢nim

parametrem 6 a hypotetickou hodnotou tohoto parametru 6.

Oboustranna alternativa Hy: 0 #+ 6, 9.2)
Levostranna alternativa Hi: 0 <6, (9.3)
Pravostranna alternativa Hi: 0 >0, (9.4)

Slovni vyjadieni alternativni hypotézy nam tikd, ze odhadovany populac¢ni parametr se

statisticky vyznamné liSi od hypotetické hodnoty.

9.2 Statisticky test

Statisticky test je rozhodovaci postup, ktery ndm na zdklad€ nahodného vybéru umozni ovéfit,
zda hypotéza plati ¢i nikoliv. Tento test reprezentuje takzvana vybérova statistika (neboli
testova statistika).

Testova statistika T— T'(X = x) je funkci ndhodného vybéru X, ktera nam charakterizuje
stupeil nesouladu mezi predpokladem o datech (parametrech rozdéleni, typu rozdé€leni
nahodnych veli¢in) a hodnotami ziskanymi na zéklad¢ vybérového Setieni. Testova statistika je
tedy také nahodnou veli¢inou a mé urcity typ pravdépodobnostniho rozdéleni. Jinymi slovy,
testova statistika je transformace pozorovanych vybeérovych ndhodnych veli€in, které pochazeji
z ur€itého pravdépodobnostniho rozdéleni. Charakter rozd¢leni zavisi na tom, jakou hypotézu
testujeme. Je zalozena na odchylce vybérové charakteristiky od hypotetické hodnoty parametru.

Interval (mnozinu) moznych hodnot, testové statistiky 7(X) rozdélujeme na dvé disjunktni

podmnoziny (obr. 9.1).
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Obor nepfijeti testové statistiky (kriticky obor nebo interval zamitnuti), ktery znacime
symbolem W,, je ta c¢ast vSech moznych hodnot testové statistiky, kde je velmi
nepravdépodobné, ze by mohla leZet testova statistika za pfedpokladu, Ze plati nulova hypotéza.

Obor prijeti testové statistiky (interval nezamitnuti), ktery znacime symbolem W,_,.

Body, jimiz jsou tyto podmnoziny oddéleny, se nazyvaji kritické hodnoty. Konkrétni
kritick¢é hodnoty na zvolené hladiné vyznamnosti o se pii praktickém provadéni testh
vyhledaji ve statistickych tabulkdch nebo jsou urceny specialnimi funkcemi ve statistickych
programech. Nejcastéji se jedna o kvantil pravdépodobnostniho rozdéleni testové statistiky
T(X).

Obrazek 9.1: Vymezeni oboru moZnych hodnot testové statistiky

Oboustranny testpifia = 0,05 H;:6 #6, H;:0 # 6,

Hustota pravdépodobnosti
testové statistiky T'(X)

Obor neprijeti 7(X)
Wo.025
(interval zamitnuti)

Obor neprijeti T(X)
Wo025

(interval zamitnuti)

a/2

N

Obor prijeti testové statistiky
Wy o5 (interval nezamitnuti

Levostrana alternativa testu Pravostrana alternativa testu
Hy:0#6; H:0 <8, Hy:6 #6y Hy:6 > 6,
Obor neprijeti T(X) Obor nepfrijeti T(X)

Woos

(interval zamitnuti)

Wos

(interval zamitnuti)

v

Obor prijeti testové statistiky

W95 (interval nezamitnuti)

Padne-li vypoctena hodnota testovaciho kritéria 7(X) do kritického oboru W,, zamitdme
nulovou hypotézu Hy a ptijimame alternativni hypotézu H;.

Spada-li vypoctena hodnota testovaciho kritéria 7(X) do oboru pfijeti W;_,, nezamitime
Hy. Nemlzeme vSak fict, ze by to znamenalo jeji piijeti. Vysledek provadéného testu neurcuje,

jak velké shoda je mezi skute¢nosti a testovanou hypotézou.
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Pii testovani statistickych hypotéz provadime rozhodnuti o pfijeti nulové hypotézy (Ho)
nebo alternativni hypotézy (H;) na zdkladé ndhodného vybéru. Je tedy ziejmé, ze toto
rozhodnuti nelze provést s absolutni jistotou a ze vzdy existuje riziko chybného rozhodnuti.

Jestlize je nulova hypotéza ve skuteCnosti platna, a my ji pfesto zamitneme, dopoustime se
chyby 1. druhu (a). Riziko tohoto mylného rozhodnuti je velmi mal¢ a jeho pravdépodobnost
je rovna hladin€ vyznamnosti @. Obvykle volime 5% nebo 1% hladinu vyznamnosti. Pokud
nulova hypotéza plati a my ji nezamitneme, rozhodli jsme spravné. Pravdépodobnost tohoto
rozhodnuti se oznacuje jako 1— a a nazyva se spolehlivost.

Jestlize nezamitneme nulovou hypotézu, ktera je ve skute¢nosti nespravnd, dopoustime se
chyby 2. druhu (). Jeji dopln¢k do 1, tzn. 1 — 8, vyjadiuje pravdépodobnost spravného
zamitnuti testované hypotézy (schopnost testu odhalit neplatnost nulové hypotézy) a nazyva se
sila testu (obr. 9.2).

Platnost statistické hypotézy musi byt vzdy zkoumdana na zakladé¢ nahodného vybéru

z cilové populace!

Obrazek 9.2: Vysledky testu statistickych hypotéz

Vysledek testu
H, nezamitame H, zamitame
H, je pravdiva Spravné rozhodnuti Chyba 1. druhu

< Pravdépodobnost rozhodnuti: ~ Pravdépodobnost rozhodnuti:
E 1 — a— spolehlivost. o — hladina vyznamnosti.
E H neni pravdiva Chyba 2. druhu Spravné rozhodnuti
«? Pravdépodobnost rozhodnuti: ~ Pravdépodobnost rozhodnuti:

B 1 — p— sila testu.

Pfi testu hypotézy H, proti alternativé H; pozadujeme, aby pravdépodobnost chyby
1. a 2. druhu byla co moZna nejmensi.

Tato skutecnost je v§ak v rozporu — pro dany rozsah vybéru a pro dané testovaci kritérium
sniZzeni hladiny vyznamnosti a (tzn. snizeni pravdépodobnosti chyby 1. druhu) ma za nésledek
zvySeni pravdépodobnosti chyby 2. druhu £ a naopak. Zpusob, jak soucasné snizit hodnotu

pravdépodobnosti @ a f# spociva ve zvySeni rozsahu ndhodného vybéru.
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Doporuceny obecny postup pri testovani statistickych hypotéz

Klasicky test

1.
2.

Formulace vyzkumné otazky ve formé H, a H;.

Volba hladiny vyznamnosti o — predstavuje pravdépodobnost rizika chybného
zamitnuti nulové hypotézy.

Volba vhodného testu — volime takovou testovou statistiku, u které zname rozdé€leni
pravdépodobnosti pii platnosti nulové hypotézy. Charakter rozd€leni zavisi na tom,
jakou hypotézu testujeme.

Vypocet testové statistiky T (X) — ktera je funkci nahodného vybéru X a charakterizuje
stupenn nesouladu mezi predpokladem o datech a hodnotich ziskanych na zakladé
vybérovych Setfeni.

Vymezeni kritického oboru — na zakladé¢ rozdéleni pravdépodobnosti testové statistiky
T(X) a zvolené hladiny vyznamnosti uréime kritickou hodnotu (konkrétni kvantil),
ktery oddéluje podmnoziny oboru pfijeti a oboru zamitnuti nulové hypotézy.
Rozhodnuti o nulové hypotéze — posouzeni toho, zdali vypoctend hodnota testové
statistiky T'(X) spada do oboru ptijeti W;_, nulové hypotézy ¢i nikoli.

Interpretace vysledkil provedeného testu — vysledek testu neurcuje, jak velka shoda

je mezi skutecnosti a testovanou hypotézou.

Uvedeny postup testovani provadime s urcitou upravou i tehdy, kdyz data zpracovavame

ve statistickém programu. V takovém piipad€ neni srovnavana testova statistika s kritickou

hodnotou (klasicky pfistup), ale rozhodnuti o vysledku testu je spojeno s vypoctem p-hodnoty.

P-hodnota testu kvantifikuje pravdépodobnost vyskytu hodnoty testovaci statistiky

za podminky, Ze nulova hypotéza plati. Udava nejnizsi moznou hladinu vyznamnosti a pro

zamitnuti nulové hypotézy. Hodnota P-hodnota konstruovana pro libovolny test se na rozdil

od hodnoty testového kritéria stava univerzalnim prostfedkem pro rozhodovani o vysledku

testovani

Cisty test vyznamnosti

1.
2.

Formulace vyzkumné otdzky ve formé¢ H, a H;.

Hladina vyznamnosti — nepotifebujeme znat jako vstupni daj. Vysledek testu
umoziiuje rozhodnout, na jaké hladiné¢ vyznamnosti mizeme nulovou hypotézu
zamitnout nebo nezamitnout.

Volba vhodného testu.
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4. Vypocet testové statistiky.

zamitnout nulovou hypotézu.

6. Rozhodnuti o nulové hypotéze —
a) je-li p-hodnota < a, pak H, zamitame;
b) je-li p-hodnota > a, pak H, nezamitame.

7. Interpretace vysledkl provedeného testu.

Testy mizeme rozliSovat podle po¢tu vybérovych soubori na testy:

1. Jednovybérové — jeden nahodny vybeér, ktery je pozorovan za stejnych podminek.
2. Dvouvybérové — dva ndhodné vybéry za dvojich riznych podminek;

nezavislé (dva nezdvislé ndhodné vybery),

zavislé (jeden ndhodny vybér z dvourozmérného rozdéleni).

3. Vicevybérové — vice nez dva ndhodné vybéry.

Dale testy délime podle znalosti typu rozdéleni a parametri daného rozdéleni na:

1. Parametrické — vychazeji zptedpokladu dostate¢né¢ velkého rozsahu vybéru
a znalosti jeho rozdéleni.
2. Neparametrické — nezavisi na rozdéleni (nezndme typ ani parametry rozdéleni

populace).
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Shrnuti kapitoly

Testovani statistickych hypotéz, je jeden z dilezitych ukoli matematické statistiky. Cilem
testovani je na zaklad¢ informaci z vybérového souboru usuzovat na charakter celé¢ populace.
Je dilezité, aby vybérovy soubor byl reprezentativnim zastupcem zakladniho souboru.

Statisticka hypotéza je jakykoliv pfedpoklad ¢i tvrzeni tykajici se nezndmych parametrt,
tvaru rozdéleni nebo dalSich vlastnosti populace.

Nulova hypotéza (H,) je predpoklad, jehoz platnost ovétujeme. Obvykle vyjadiuje
rovnovazny stav nebo neptitomnost rozdilu.

Alternativni hypotéza (H) popira platnost nulové hypotézy. Ptijimame ji v piipadé, ze
nulovou hypotézu zamitneme.

Statisticky test je rozhodovaci postup, ktery ndm na zékladé ndhodného vybéru pomize
overit platnost hypotézy. KliCovym prvkem je testova statistika, ktera kvantifikuje miru
nesouladu mezi hypotézou a daty.

Pti rozhodovani existuje riziko chyb. Chyba 1. druhu (@): Zamitneme nulovou hypotézu,
1 kdyZ je pravdiva. Chyba 2. druhu (f) nastane tehdy, kdyZ nezamitneme nulovou hypotézu,
1 kdyZ je nepravdiva.

Sila testu (1—f) je pravdépodobnost, ze test spravné odhali neplatnost nulové hypotézy.
Snizeni chyby 1. druhu mé za nasledek zvySeni chyby 2. druhu a naopak. Jediny zplsob, jak

snizit obé chyby soucasné, je zvéEtsit rozsah vybéru.
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9 Kontrolni otazky

Co je hlavnim tkolem testovani statistickych hypotéz?

Jaky je rozdil mezi parametrickou a neparametrickou hypotézou?

Vysvétlete rozdil mezi nulovou (Hy) a alternativni (H;) hypotézou.

Co vyjadiuje hladina vyznamnosti?

Definujte chybu 2. druhu?

Jak spolu souvisi hladina vyznamnosti « a pravdépodobnost chyby 2. druhu 8?

Co je testova statistika T'(X)?

© =N kWD -

Co se stane, pokud vypoctena hodnota testovaciho kritéria T'(X) spadne do kritického
oboru?

9. Jaky je doporuceny obecny postup pfi testovani statistickych hypotéz?

10. Co je p-hodnota testu a jak se pouziva k rozhodnuti o nulové hypotéze?

11. Jaké typy alternativnich hypotéz rozliSuje?
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10 PARAMETRICKE TESTY

Parametrické testy jsou statistické metody, jez vyuzivame pro testovani hypotéz o neznamych
parametrech rozdéleni ndhodné veliCiny. Klicovym ptredpokladem pro jejich pouziti je znalost
typu rozdéleni sledované veli¢iny. U vSech nize uvedenych parametrickych testli budeme
predpokladat norméalné rozdélenou populaci.

Ovétovani tohoto piedpokladu provadime v ramci prizkumové analyzy dat pomoci
grafickych nastrojii (histogramy, Q-Q grafy, Box-ploty) a testd normality (Shapiro-Wilkav,
Kolmogortav-Smirnovav test). Data, u kterych se prokaze poruseni predpokladu, je mozné
normalizovat pomoci transformace. Data, ktera nelze transformovat, jsou asymetricky

rozlozena, nebo jsou diskrétni, analyzujeme pomoci neparametricky metod.

10.1 Jednovybérové parametrické testy

Ve statistice Casto potiebujeme zjistit, zda se urcitd hodnota (napi. primérna vyska populace,
ptijem, nebo primérny pocet prodanych vyrobkil) skutecné 1i$i od ptredpokladané ¢i referencni
hodnoty.

Jednovybérové testy nam umoznuji délat zavéry o charakteru chovani celé populace na
zaklad¢ dat ziskanych z jednoho reprezentativniho vybéru. Na zékladé jednoho vybérového
souboru rozhodujeme, zda nezndmy populacni parametr 6 je nebo neni roven urcité
pfedpokladané ciselné hodnoté, ¢i zda je (neni) nezndmy parametr vEtSi (mensi) nez

predpokladana Ciselnd hodnota 6, (ptfedpoklad, norma).

10.1.1 Test o popula¢nim rozptylu
Test o popula¢nim rozptylu ndm na zakladé dat z nahodného vybéru umoZiuje posoudit, zda se
popula¢ni rozptyl o2, odhadnuty z vybé&rového rozptylu s?2, statisticky vyznamné lisi od
predpokladané hodnoty o¢. Jinymi slovy, ovéfujeme, jestli je zjistény rozdil zpiisobeny
nahodnymi vlivy, nebo je statisticky vyznamny (signifikantni).

Testova statistika se fidi chi-kvadrat rozdélenim s n—1 stupni volnosti. Je to zakladni

rozdéleni pro testy o rozptylu.
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H, p-hodnota

62 <cl |p=P(T<xg)=Fo(xg)

O-2>O-02 p=P(T2xK)=l—F0(XK)

0% # 0§ | 2-min{Fo(xg); 1 — Fo(x)}

Kde: o

populacni rozptyl,
predpokladéana (hypotetickd) hodnota rozptylu,
vybérovy rozptyl,

rozsah vybérového souboru,

kritickd hodnota chi-kvadrat rozdéleni pro (n — 1) stupnich volnosti.

10.1.2 Testy o popula¢nim priméru

Mame-1i normalné rozdélenou populaci s neznamou stiedni hodnotou u s neznamym rozptylem

0?2, pouzivame k ovéfeni predpokladu, Ze se populaéni primér rovna uréité hypotetické hodnoté

jednovybérovy t-test.

Ma-li populace normalni rozdé&leni o zndmém rozptylu 62, pouzivime tzv. jednovyberovy

U-test. S takovou situaci se v praxi vétSinou nesetkdme, test je zde uveden predevSim pro

uplnost.

H, p-hodnota T(X)

n <o |p=P(T<x)=Fo(x)

=X’—IJ0

t

\/ﬁ ~ ta(n—l)

w>po |p=P(Tzx)=1-Fo(x)

X—po
U= Vn ~u
2-min{Fo(x.); 1 — Fo(x,)} g “

H F Ho

(10.2)

(10.3)

Kde:

S Q v ®ETE

~
5]

IS

a

populaéni primer,

predpokladéana (hypotetickd) hodnota,

nestranny vybérovy primér,

vybérova smérodatna odchylka,

popula¢ni smérodatna odchylka,

rozsah vybérového souboru,

kritick4d hodnota Studento #-rozdéleni pro (n — 1) stupnich volnosti,

kriticka hodnota normovaného normalniho rozdéleni.
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Piiklad 10.1

Byl vysloven pfedpoklad, ze primérnd cena notebooku je 22 000 K¢. Pomoci udaji
z datového souboru ,, Notebook" ovéite na 5% hladin€ vyznamnosti, zda se primérna cena
u sledovanych notebookti shoduje s vyslovenym piedpokladem.

Reseni

Proménna cena notebooku se fidi normalnim rozd€lenim. K testovani nulové hypotézy H:

=22 000 oproti oboustranné alternativé Hy: u # 22 000 pouZzijeme jednovybérovy z-test.

Analyze — Compare Means and Proportions — One-Sample T Test — do okna
SPSS  Test Variable(s) vlozime proménnou Cena, do okna Test Value napiSeme

referen¢ni hodnotu 22 000 - OK

Vystup z programu One-Sample Test je vysledek t-testu pro primérnou cenu notebook.
Na tomto piikladu si podrobnéji popiSeme, co jednotlivé hodnoty v tabulce znamenaji a jak
se interpretuji. Obdobné vystupy budou prezentovat 1 vysledky dalSich parametrickych

testd, ty uz nebudeme popisovat takto detailné.

One-Sample Test
TestYalue = 22000
95% Confidence Interval of
Significance Mean the Difference
t df One-Sided p  Two-Sided p  Difference Lower Upper
Cena notekbooku (KE) v - 6G6 149 244 487 -507 560 -1947 63 932 51
prodejné

Test Value = 22000 — hodnota, proti které testujeme nulovou hypotézu.

t =-0,696 — vypoctena hodnota testové statistiky.

df =149 — pocet stupii volnosti pro tento test, ktery se vypocita jako n—1, kde n je pocet
pozorovani (v nasem piipadé 150).

Significance One-Sided p = 0,244 — tato p-hodnota se pouzivé pro jednostranny test.

Significance Two-Sided p = 0,487— tato p-hodnota se pouziva pro oboustranny test.
ProtoZe je tato hodnota vyssi nez 0,05 (nase hladina vyznamnosti), nezamitame nulovou
hypotézu.

Mean Difference = -507,560 — primérny rozdil mezi nas§im vybérovym primerem
a testovanou hodnotou.

95% Confidence Interval of the Difference (Lower, Upper) — 95% interval spolehlivosti

pro rozdil mezi priméry. Pokud tento interval obsahuje nulu, nulovou hypotézu

nezamitame.
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Pokracovani prikladu 10.1

Na 5% hladiné vyznamnosti jsme nezamitli nulovou hypotézu, ktera tvrdila, ze primérna
cena notebooku je 22 000 K¢. Znamena to, Ze ackoli se primérna cena notebookd v naSem
vybéru (21 492,44 K¢) mirn€ liSi od testované hodnoty, tento rozdil neni statisticky

vyznamny. Nelze vyloucit, ze je zptisoben pouze ndhodou.

Pozor! Zasada statistického testovani: Statisticky test nedokazuje, Ze nulova hypotéza je
pravdivda. Pouze vyhodnocuje, zda existuje dostatek ditkazii pro jeji zamitnuti. To, Ze
nemame dostatek ditkazii pro tvrzeni, ze se ceny lisi, neznamend, ze je dokdzano, Ze jsou

stejné. Muize se stat, ze by veétsi nebo jiny vzorek dat tento rozdil odhalil.

10.1.3 Test o popula¢nim podilu

Test o populaénim podili neboli parametru 7, je zaméteny predevSim na testovani vlastnosti
kategorialnich dat. Testujeme nulovou hypotézu, ze pravdépodobnost nastoupeni ndhodného
jevu v populaci (populacni relativni cetnost) je ,rovna“ predpokladané hypotetické
pravdépodobnosti. Za predpokladu dostate¢né velkého rozsah vybérového souboru n > 5/m,

je mozné testovou statistiku T'(X) aproximovat normovanym normalnim rozdélenim.

H, H, p-hodnota T(X)

n<my |p=P(T<xy)=Fo(xy)
b — Ty

mem [m > m [poPT2x) = 1-Fim) | U s~ t (104)
m %= mwy | 2-min{Fy(x,); 1 — Fy(xy,)}

Kde: =« ... populacni podil (relativni Cetnost),
Ty ... ptedpokladany podil (relativni ¢etnost),
vybérovy podil (relativni Cetnost),
n ... rozsah vybérového souboru,

Uy ... kriticka hodnota normovaného normalniho rozdéleni.

Pro mensi rozsahy vybéru, nebo v ptipad€, ze nejsou splnény podminky pro aproximaci
normalnim rozdélenim, se k testovani parametru  pouzivaji testy zalozené na binomickém
rozdéleni. Tyto testy pocitaji p-hodnotu piimo z pravdépodobnostni funkce binomického

rozdéleni.
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Piiklad 10.2

Byl vysloven ptedpoklad, ze podil notebooki s herni grafickou kartou v celém souboru dat
se rovna 15 %. S pouzitim udaji z vybérového datového souboru ,, Notebook” ovéite na 5%
hladin¢ vyznamnosti, zda se podil hernich notebookii v zdkladnim souboru shoduje
s vyslovenym ptedpokladem.

K testovani nulové hypotézy Hy: m = 15 % (podil notebooku s herni grafikou v zadkladnim
souboru je 15 %), oproti oboustranné alternativé Hy: m # 15 % pouzijeme jednovybérovy

test o populac¢niho podilu.

Program SPSS nabizi k testovani hypotézy o populacnim podilu rizné testy. VSechny maji
stejné vychozi udaje, ale lisi se v metod¢€ vypoctu p-hodnoty a testové statistiky. My budeme
pouzivat test Score, ktery poskytuje spolehlivé vysledky pro dostatecné velké rozsahy
vybérového souboru (v naSem piipadé n = 150) a vychéazi z normalniho rozd¢€leni, které
aproximuje binomické rozdéleni.

Analyze — Compare Means and Proportions — One-Sample Proportions — do

okna Test Variable(s) vlozime proménnou Grafika, v okn¢ Define Success
SPSS  vybereme Value(s) a napiSeme zde kéd herni grafické karty v naSem piipadé

hodnotu 3 — Tests zvolime test Score a do okna Test Value napiSeme referencni

hodnotu 0.15 — Continue — OK

One-Sample Proportions Tests

Ohserved - Test Asymptotic
Value? Standard

TestType Successes Trials  Proportion Errar z One-Sided p - Two-Sided p

Graficka karta= Herni  Score 19 150 27 - 023 027 -,800 212 424
a. TestValue= 15

Ohsenved Significance

Test Value = 0,15 — predpokladand hodnota podilu.

Successes =19 — pocet jednotek, které maji sledovanou vlastnost (19 notebookli ma herni
grafickou kartou).

Trials = 150— celkovy pocet pozorovani ve vzorku (n = 150)

Observed Proportion = 0,127 — podil NB s herni grafickou kartou na celkovém rozsahu.
Observed-Test Value =-0,023 — rozdil mezi pozorovanym podilem a ptfedpokladem.
Asymptotic Standard Error = -0,027 — smérodatna chyba odhadu podilu.

7. =-0,800 — vypoctena hodnota testové statistiky.

Significance One-Sided p = 0,212 — p-hodnota pro jednostranny test.

Significance Two-Sided p = 0,424 — p-hodnota pro oboustranny test. Protoze je tato
hodnota vyssi nez 0,05 (nase hladina vyznamnosti), nezamitame nulovou hypotézu.

Na zakladé¢ provedeného testd se nepodafilo zamitnout nulovou hypotézu, ze podil

notebooki s herni grafikou v populaci ¢ini 15 %.
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10.2 Dvouvybérové parametrické testy

V mnoha praktickych situacich nds zajima nejen to, zda se Ciselné charakteristiky jedné
populace lisi od urcité pevné hodnoty, ale predevsim to, zda se dvé rizné skupiny li§i navzajem
ve vztahu k néjaké kvantitativni charakteristice, jako je naptiklad pramér, nebo rozptyl. A pravé

pro zodpovézeni takovychto otdzek jsou urceny dvouvybérové parametrické testy.

10.2.1 Testy shody dvou popula¢nich rozptylu

Testy o rovnosti dvou rozptylli slouzi k ovéfeni toho, zda dva vybérové soubory pochézeji
z rozdéleni se stejnym rozptylem. V podstaté ovetuji, zda oba soubory vykazuji ptiblizné stejny
rozptyl sledované ndhodné veliCiny.

Pti testovani shody dvou rozptylt, které jsou odhadnuty z nezavislych ndhodnych vybéra,
se pouziva Fischerovo-Snedecorovo rozdéleni. Toto rozdéleni je asymetrické, coz znamena,
Ze p-hodnota se nepocita symetricky na obé strany od stfedu, ale jako soucet ploch, které jsou
stejné extrémni jako pozorované hodnota.

Nejpouzivangj$im testem urcenym pro testovani shody rozptyla je Fisheriv F-test. Test je
zaloZeny na porovnani vét§iho a mensiho z obou odhadi rozptylt. Testuje se, zda je statisticky

vyznamny rozdil v rozptylech, nikoli zda je rozptyl prvni skupiny vétsi nez druhé skupiny.

H, H, p-hodnota T(X)
2 2 _
of <oy |p=P(T<xp)=Fo(xp) s?
of =07 ———F1— F=—=~ Fu-1n,-1p (10.5)
0-1 >O-2 p_P(TZxF)Zl_FO(XF) SZ
Kde: 02, 0? ... populatni rozptyly,
s?,s? ... vyb&rové rozptyly,
ny, Ny ... rozsahy ndhodnych vybérovych souboru,
F, ... Fischer-Snedecorovo rozdéleni pro (n; — 1; n, — 1) stupiili volnosti.

Kromé Fisherova F-testu se v praxi Casto pouZivd Levenetiv test, ktery je na rozdil od
F-testu méné citlivy na poruseni pfedpokladu normality dat. Z tohoto ditvodu je Levenetv test
povazovan za robustnéjsi a je Casto standardnim vystupem v mnoha statistickych programech.
Zasadni vyhodou Leveneova testu oproti F-testu je jeho univerzalnost: zatimco F-test je
omezen pouze na porovnani dvou vybérd, Levenelv test umoziuje testovat shodu rozptyli
nejen u dvou, ale i u vice nezavislych vybérovych souborti. Pro shodu rozptylu pouzivame

termin homoskedasticita, rozdilnost rozptylu oznacujeme jako heteroskedasticitu.

156



Testy hypotéz o shod¢ dvou rozptyll se také nazyvaji testy homogenity a vyuzivaji se

predevsim jako prvni krok pied testy shody dvou nezavislych prameéri.

10.2.2 Testy shody dvou nezavislych popula¢nich priméru

Testy o shod¢ dvou nezavislych populacnich priiméru nam umoziuji na zakladé nezavislych
nahodnych vybéru porovnat stiedni hodnoty u dvou zakladnich souborii (populaci). Formulace
nulové hypotézy vychézi z rovnosti mezi prameéry jednotlivych nezavislych vybéra.

Nezavislé vybéry jsou takové vybéry, kde se zjisténé udaje netykaji stejnych prvki

(spotteba potravin u domdacnosti v rtiznych okresech, vyse ptijmi muza a Zen atd.).

H, H4 p-hodnota
1 < Uy |p=P(T<x)=Fo(xy)
P =Mz | U1 > Uy |p=P(T2=x)=1-Fo(xp)
pr F po | 2-min{Fo(x); 1 — Fo(x)}
Kde: puy, py populacni priméry.

Pfi srovnavani priméri dvou nezéavislych skupin se nejcastéji pouzivd dvouvybérovy

t-test. Ten ma vsak jeden kli¢ovy piedpoklad shodu rozptyla v obou populacich.

V ptipadé, nesplnéni predpokladu shody rozptyll (ovéfeni pomoci vyse uvedeného F-testu

nebo Levenova testu) pouzivame pro porovnani stiednich hodnot dvou normalnich populaci
Aspin-Welchiiv test, ktery je robustni alternativa ke Studentovu dvouvybérovému t-testu

v pripad¢ raznych rozptyli (heterogenity rozptyll).

Test T(X)
Dvouvybérovy (%) — %) nn
1 2 1742
Shoda f-test t= n, +n, ~ ta(n1+n2—2) (106)
rozptylu st(ny— 1) +si(n, — 1)
ny+n, —2
o J4 . o S2 S2 z
Ruzné Aspin-Welchuv (Bamiy) (ﬁ+i) (10.7)
t ="—"—= ~tyn), kdev = .
rozptyly test \/Q a(v) (i)zL-‘-(ﬁ)z )
nqy np ny/) ni—1 \ny /) np-1

Kde: i, x, nestranné vybérové praiméry,

s? sz vybérové rozptyly,

ny, N, rozsahy ndhodnych vybérovych souboru,

ta Studento #-rozdéleni pro (n,,n, — 2) stupnich volnosti,

ta(y) Studento #-rozdé€leni pro (v) stupiiit volnosti.
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Piiklad 10.3

Byl vysloven ptfedpoklad, Ze primérna cena notebookt s hlinikovym rdmem je vyssi nez
prumérna cena notebookll s plastovym ramem. Pomoci udaji z datového souboru
,,Notebook" ovéite na 5% hladiné vyznamnosti, zda existuje statisticky vyznamny rozdil
mezi primeérnymi cenami obou skupin ve prospéch hlinikového ramu.

Reseni

Postup testovani hypotézy o shodé dvou priiméra si rozdélime do dvou krokd.

V prvnim kroku budeme testovat nulovou hypotézu o shodé rozptyli H, : o = oj.
Na zaklad¢ vysledkli se rozhodneme, jaky test pouzit pro testovani dvou populacnich
praméru.

V druhém kroku budeme testovat nulovou hypotézu o shodé¢ dvou populacnich priméra

Hy: ny = p, oproti jednostranné alternative Hy: py < Us.

Analyze — Compare Means and Proportions — Independent-Samples T Test —

do okna Test Variable(s) vloZime proménnou Cena, do okna Grouping Variable

SPSS
vlozime proménnou Material — Define Groups zde zkontrolujeme kody
proménnych — Continue — OK
Group Statistics
Material z jakého je
vyrobeny ram MNB i Mean Std. Deviation  Std. Error Mean
Cena notebooku (KE)  plast 96 2064565  10649,196 1086,878
hlinik 54 22997 85 4133719 562,528

Deskriptivni statistiky (Group Statistics) — z tohoto vystupu vidime, ze primérna cena
notebookt s hlinikovym ramem (22 997,85 K¢) je vyS$$i neZ primérnd cena notebookl
s plastovym ramem (20 645,65 K¢). Zde ale nevime, jestli je tento rozdil statisticky
vyznamny, nebo je jen ndhodny.

Independent Samples Test
Levene's Test for Equality

of Variances ktest for Equality of Means
95% Confidence Intsrval of
Significance Mean Std. Error the Difference
F Sig t dt One-Sided p  Two-Sided p  Difference Difference Lower Upper
Cena notebooku (KE) Equal variances 89,680 <,001 -1,557 148 061 122 -2352,206 1511,082 -5338,289 633877
assumed
Equal variances not -1,922 135309 028 057 -2352,206 1223,823 -4772,502 68,090

assumed

Testovani hypotéz (Independent Samples Test)

Test shody rozptyla (Leveneitv test) potvrdil, Ze rozptyly cen u obou typti materialii nejsou

shodné (p <0,001).
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Pokracovani piikladu 10.3

Z testu shody priimérti (Aspin-Welchuv test) vyplyva, ze p = 0,028. Protoze je tato hodnota
mensi nez 0,05 (naSe hladina vyznamnosti), zamitame nulovou hypotézu.

Na 5% hladin€é vyznamnosti bylo prokdzano, Ze primérna cena notebookil s hlinikovym
ramem je statisticky vyznamné vyssi nez primérna cena notebookil s plastovym ramem.

Zjistény rozdil v cené tedy neni ndhodny.

POZOR! V pripade, ze by byla prokazana shoda rozptylit (homogenita) je nutné provadet

testovani shody prumerii pomoci dvouvybérového t-testu.

10.2.3 Test o shodé dvou zavislych popula¢nich priméru

V ptedchozich ptipadech jsme se zabyvali porovnavanim dvou nezavislych souborii. Nyni se
zaméfime na situace, kdy chceme testovat stfedni hodnoty dvou zavislych vybéri.
To znamend, ze srovnavame vlivy dvou riiznych faktori na jednom méfeném objektu.
Vychazime ptitom z ptedpokladu, Ze jeden ndhodny vybér obsahuje znaky opakované métené
na stejnych statistickych jednotkach (tzv. parova méfeni), a proto se data fidi dvourozmérnym
rozdelenim.

Pti hodnoceni rozdili mezi porovnavanymi vybéry pouzivime parovy t-test, ktery
je ekvivalentni jednovybérovému t-testu pro vybérovy soubor diferenci.

Na zéklad¢ parovych vybérh ziskavame dvojice hodnot x; (i =1, 2,..,n), y; (i=1, 2,.., n).
Pro kazdou dvojici pozorovani (x;, y; vypocteme diferenci d; = x; — y; (i = 1,.., n). Ziskany
soubor diferenci dy, dq, ..., d,, povazujeme za ndhodny vybér o rozsahu n znormalné
rozdéleného zdkladniho souboru.

H, H, p-hodnota T(X)

ta < 0 |p=P(T<x)=Fo(xy)
d

Ua =0 | ug >0 |[p=P(T=x)=1-Fo(xp) t= S—\/ﬁ ~tym-1) (10.8)
d

pa # 0 | 2-min{Fo(x.); 1 — Fo(x)}

Kde: u; ... populacni primér diferenci,
d nestranny prumér diferenct,
Sq ... vybérova smérodatna odchylka diferenci,
n ... rozsah ndhodného vybérového souboru,
to ... Studento t-rozdéleni pro n — 1 stupn volnosti.
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Priklad 10.4
Bylo vysloveno tvrzeni, ze primérna prodejni cena notebookt se 1isi od doporuc¢ené ceny
vyrobcem. Pomoci dat z vybérového souboru ,,Notebook”, ktery obsahuje dvojice cen pro
stejné modely, ovéite na 5% hladin€ vyznamnosti, zda existuje statisticky vyznamny rozdil
v cenach.
Reseni
Ktestovani nulové hypotézy Hy: pq =0 oproti oboustranné alternative
Hi: ug # 0 pouZzijeme parovy t-test.

Analyze — Compare Means and Proportions — Paired-Samples T Test —
SPSS do okna Paired Variable(s) pod Variable 1 vlozime proménnou Cena, pod

Variable 2 vlozime proménnou Doporucena cena — OK

Paired Samples Statistics

Mean M Stel. Deviation  Std. Error Mean

Pair1 Cena notebooku (KE) v 2149244 150 8925633 728,775
prodejné

Doporuéena cena 21872 67 150 8911,062 727659
virobcem

Z prvniho vystupu vidime, Ze primérna cena notebooku v prodejné (21 492,44 K<) je mirné
niz8i nez doporucend cena vyrobcem (21 572,67 K¢). Tento rozdil ¢ini ptiblizné 80 K&.

Stejné jako u jinych deskriptivnich statistik, ani zde nevime, jestli je tento rozdil statisticky

vyznamny.
Paired Samples Test
Faired Differences Significance
95% Confidence Interval of
St St Errar the Difference
Mean Deviation Mean Lower Upper t df One-Sided p Two-Sided p
Pair1  Cena notebooku (KE) v -80,227 143,232 11,695 -103,336 -57,117 6,860 149 <,001 <,001

prodgjné - Doporutena
cena wyrabcem

Z vysledki parového t-testu vyplyva, ze testova statistika ma hodnotu -6,860 a p-hodnota
(pro oboustranny test) je < 0,001.

Protoze je p-hodnota mensi nez standardni hladina vyznamnosti 0,05, zamitame nulovou
hypotézu. Na 5% hladiné¢ vyznamnosti existuji dostatecné statistické dlkazy, které
potvrzuji, Ze primérna prodejni cena notebookii se statisticky vyznamné 1i$i od doporucené

ceny vyrobcem.
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10.2.4 Test o populacnich podilech

Test o populacnich podilech, je zaméfeny na testovani rozdili mezi dvéma populacemi
s alternativnim rozd€lenim s parametry m; a m,. Za pfedpokladu dostatecné¢ velkych rozsaht
vybérovych souboru n; a n, (n; > 100, n, > 100) je mozné testovou statistiku

T (X) aproximovat normovanym normalnim rozdélenim.

Hy, H, p-hodnota
m < my |p=P(T<xy)=Fo(xy)
Ty =1, my >my, |p=P(T=xy)=1-Fo(xy)
m # mp | 2 min{Fy(x,); 1 — Fo(x,)}
T(X)
U= P1— P2 ~u
my +m, (1_m1+m2) (i l) “ (10.9)
nyg + n, nq + n, ng n,

Kde: m;,m, populacni podily (relativni Cetnosti),
P, P2 vybéroveé podily (relativni ¢etnosti),
ny,ny rozsahy vybérovych soubort,
mq,my rozsahy soubort, které jsou nositelem sledovaného znaku,
Uy kriticka hodnota normovaného normalniho rozdéleni.

Pro mensi rozsahy vybéru, nebo v ptipadé€, Ze nejsou splnény podminky pro aproximaci
normalnim rozdélenim, se stejné jako u jednovybérovych testl o parametru m pouzivaji testy

zaloZené na binomickém rozdéleni.

Priklad 10.5

Vyzkum trhu s notebooky si klade za cil ovéfit zajimavy pfedpoklad. Zajima nés, zda podil
notebooki, které nemaji numerickou klavesnici, je odliSny v zavislosti na materialu, ze
kterého jsou vyrobeny. S pouzitim dat z ndhodného vybérového souboru ,, Notebook" ovéite
na 5% hladin€ vyznamnosti, zda je tento predpoklad spravny.

Reseni

Testujeme nulovou hypotézu o shodé¢ dvou populacnich podild Hy:m; = m, oproti

oboustranné alternativé Hy: m; # 5.

Program SPSS nabizi k testovani hypotézy o populacnim podilu rizné testy. VSechny maji

stejné vychozi udaje, ale lisi se v metodé vypoctu p-hodnoty a testové statistiky. My budeme
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Pokracovani piikladu 10.5
pouzivat Walduv test, ktery je pii velkych vybérech zalozen na asymptotickém rozdéleni
testové statistiky, které se blizi normalnimu rozdéleni.
Analyze — Compare Means and Proportions — Independent-Samples
Proportions — do okna Test Variable(s) vlozime proménnou Klavesnice, v okné

Define Success vybereme Value(s) a napiSeme zde kdod pro hodnotu ne v naSem

SPSS

ptipadé hodnotu 2 — do okna Grouping Variable vlozime proménnou Materidl,
v okné¢ Define Success vybereme Value(s) a napiSeme zde kody pro

Group 1: 1 pro Group 2: 2; — Tests zvolime test Wald — Continue — OK

Independent-Samples Proportions Group Statistics
Material z jakého je Asymptotic

3 vyrobeny ram NB Successes Trials Proportion  Standard Error

Mumericka klavesnice = ne = plast 50 36 B2 051

= hlinik 3 54 593 067

Z prvniho vystupu vidime, ze z celkového poctu 150 notebookli je 96 plastovych
a 54 hlinikovych. Z 96 plastovych notebooki bylo zjisténo, ze jich 50 (52,1 %) nema
numerickou klavesnici. U hlinikovych modelti byl podil notebook bez numerické

klavesnice vyssi a dosahl hodnoty 59,3 % (32 z 54).

Independent-Samples Proportions Tests

Test Difference in Aszymptotic ) Significance .
Type Proportions Standard Error z One-Sided p  Two-Sided p
Numericka klavesnice=ne  Wald -072 084 -853 197 ,393

Druhy vystup znéazornuje vysledky dvouvybérového testu. Hodnota testové statistiky
je -0,853 a p-hodnota pro oboustrannou alternativu, kterou porovnavame s hladinou
vyznamnosti alfa, je 0,393.

Z t&chto vysledki plyne, Ze na 5% hladiné vyznamnosti nelze zamitnout nulovou hypotézu.
To znamen4, Ze neexistuje statisticky vyznamny rozdil v podilu notebookl bez numerické

klavesnice mezi plastovymi a hlinikovymi modely.

10.3 Vicevybérové parametrické testy

Dosud jsme se vénovali porovnavani jednoho nebo dvou ndhodnych vybéra. V praxi se vSak
Casto setkavame se situacemi, kde je potfeba porovnavat tfi nebo vice vyberi najednou. Praveé
k tomu slouZi vicevybérové parametrické testy.

Jejich hlavnim cilem je zjistit, zda se parametry mezi vice neZ dvéma nahodnymi vybéry

statisticky vyznamné 1i$i, nebo zda pochézeji ze stejné populace. Tyto testy jsou dillezité,
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protoze nam umoznuji komplexné analyzovat vliv jedné kategoridlni proménné s vice nez
dvéma turovnémi na kvantitativni proménnou (napi. vliv velikosti uhlopficky na cenu
notebookil). To vSe bez nutnosti provadet sérii opakovanych testli, coz by zvySovalo riziko

chybného zavéru a také by doslo k zvySeni chyby 1. druhu nad stanovenou mez (obr. 10.3).

Obrazek: 10.1 Pro¢ nelze pouzivat opakované dvouvybérové t - testy?

(N e M) (Wi a) )\

“"Sl ) 4 \\ S, \ 9 Sy ) S e \ nrk ) 4

Nahodny vybér 1 (S1), ndhodny vybér 2 (S2), nahodny vybér 3 (S3), .......
Porovnanim dvojici soubori pomoci z-testu.
Pravdépodobnost nespravného zamitnuti H, je pro kazdy test 5 %.

Pravdépodobnost, Ze nedojde k chybé 1. druhu je pak 0,95 - 0,95 - 0,95 = 0,857

MY 5> Cé = 0,0é :
s, |5, ] Ca=008>
s; | 8 | Ca=005 >

Pravdépodobnost, Ze dojde alespoil k chybé 1. druhu je 1 — 0,857 = 0,143!

10.3.1 Test o shodé vice jak dvou populaénich rozptyli

Testy k ovéfovani hypotéz o rovnosti vice nez dvou rozptyll (homoskedasticity) jsou
zobecnénim dvouvybérového testu o shodé rozptyld. Tyto testy se zaméfuji na analyzu
variability dat uvnitf jednotlivych skupin a tvoii nedilnou soucést piedb&ézné analyzy dat pred

Nejcastéji pouzivanym testem pro ovéfeni homogenity rozptyld je Levenetv test. Jak jiz
bylo uvedeno, jeho velkou vyhodou je robustnost vii¢i odchylkdm od normality dat, coz
umoznuje jeho pouziti 1 pifi mirném poruseni normality. Testova statistika Leveneova testu

je zaloZena na analyze rozptylu absolutnich hodnot odchylek od skupinového medidnu.

H, Hq p-hodnota T(X)
, p=P(T<xp)=Fo(xp)
0'% = 0'% = .= a'i neplati H Flevene™ F(k—l;n—k)
p=P(Tz=xp) =1-Fo(xp)

Pokud vysledek testu prokaze, ze rozptyly nejsou shodné (tedy dojde k heteroskedasticit¢),

je pti dal§im testovani (napiiklad pramérti) nutné zvolit alternativni postup. Mlizeme pouzit
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bud’ testy neparametrické, nebo provést ipravu dat naptiklad pomoci jejich transformace. Dalsi
moznosti je pouzit parametrické testy s korekei pro nerovné rozptyly (napt. Welchtiv F-test pro

ANOVA).

10.3.2 Test o shodé vice jak dvou popula¢nich priméra

Analyza rozptylu (ANOVA) slouzi k porovnani primeéria tfi a vice nezavislych nahodnych
vybéri. Cilem je zjistit, zda existuje statisticky vyznamny rozdil mezi praméry téchto skupin.

ANOVA test zkoumad, zda je variabilita mezi vybéry (tj. rozdily mezi praméry vybért) veétsi
nez variabilita uvnitt jednotlivych vybért (rozdily mezi daty v ramci jednoho vybéru). Pokud
je rozdil mezi vybéry velky, je pravdépodobné, ze priméry nejsou stejné.

Analyza rozptylu je statistickd metoda, které ndm umoziuji provadét vicenasobné
porovnavani sttednich hodnot. ANOVA byla plivodné vypracovana pro vyhodnoceni vysledka
polnich pokusti v zemédélstvi. V soucasnosti predstavuje velmi obecny statisticky postup, jehoz
se vyuziva v prirodnich i spole¢enskych védach, a také pti zpracovani kvantitativnich vysledkt

experimentd.
Spravné pouziti analyzy rozptylu je vazano na splnéni nasledujicich predpokladi:

* Normalita rozdéleni ndhodnych veliin — obecny piedpoklad vSech parametrickych testa.

Ovétovani normality se provadi pomoci testli normality a grafického znazornéni dat.

= Statistickd nezavislost ndhodnych chyb — obecny piedpoklad vSech nezavislych

parametrickych testli. Hodnoty jednoho vybéru nejsou ovliviitovany hodnotami jiného
vybéri (napf. vySka studentli na jedné Skole nema zadny vliv na vysku studentli na druhé
Skole — vybery jsou nezavislé, protoze jsou provadény v oddélenych populacich). Ovéfovani

normality je mozné provadét napiiklad pomoci testl rezidui.

* Homogenita rozptylii neboli homoskedasticita — variabilita dat je konzistentni. Rozptyly

nahodnych vybérh jsou ptriblizné stejné. Tento predpoklad se oveiuje testy homogenity.

ANOVA je pomérné robustni statistickdi metody vhledem k castecnému poruseni
predpokladii normality ¢i homoskedasticity, zejména v piipad¢ vétSiho rozsahu sledovanych
dat. Normalitu potaZzmo naruSenou homoskedasticitu, 1ze teSit napiiklad pomoci logaritmické
transformace dat. ZvySenou pozornost je vSak tfeba vénovat nesplnéni predpokladu statistické
nezévislosti ndhodnych chyb, které mize vést asto k chybnym zavérim. Z uvedeného vyplyva,
ze pokud dojde k ,,mirnému‘ poruseni ptfedpokladu je mozné ANOVU pouzit. Obecné plati,

ze ¢im je rozsah vybéru veétsi, tim je mozné oCekavat vyssi robustnost vii¢i nesplnéni podminek.
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Podle poétu sledovanvych faktoru rozdélujeme analyzu rozptylu na:

Analyzu rozptylu jednoduchého tridéni — posuzujeme vliv pisobeni jednoho faktoru
(nejcCasteji pouzivanad).

Analyzu rozptylu dvojného tFidéni — posuzujeme vliv plisobeni dvou faktorti na sledovanou
charakteristiku (parametr) vybérového souboru.

Vicefaktorové modely analyzy rozptylu — posuzuje ptsobeni vice nez dvou faktorti (obtizné
sestaveni vhodného modelu a interpretace vysledk).

Podle poctu pozorovani na:

Nevyvazeny model — neortogonalni model (poéty pozorovani v kazdém z ndhodnych vybéra
jsou rizné),
Vyvazeny model — ortogonalni model (pocty pozorovani v kazdém z ndhodnych vybért jsou

shodné).

POZOR! Analyza rozptylu se nezabyva primo porovnavanim rozptylii, ale pomoci rozkladu

celkové variability dat usuzuje o rozdilech mezi priimery.

JEDNOFAKTOROVA ANALYZA ROZPTYLU
Analyza rozptylu pii jednoduchém ttidéni pfedpokladd, ze na k-ndhodnych vybéra, které jsou
na sob¢ nezavislé ptisobi jeden faktor, ktery sledujeme na nékolika jeho Grovnich (skupinach).
Urovné faktoru:

- ur¢ité mnozstvi kvantitativniho faktoru,

- urc¢ita variantu kvalitativniho faktoru.

Obrazek 10.2: Schéma jednofaktorové analyzy rozptylu

TRIDY = pozorované hodnoty
1 2 | | g ... | rozsah | priamér
| 1 | xu | xn X1 | X m X
8 2 X1 n; X5,
%
= i Xn Xij n; X,
k| xn | xu | X6 | Xin g Xy
i-ta urovei sledovaného faktoru pocet pozorovani v f;t@!v'.‘l
j-té opakovani méfeni proménneé x nahodném vybéru Zf:l n=n

Nameétené hodnoty uspofadame podle jednoho tiidiciho kritéria (obr. 10.2), tzn. podle
urovni sledovaného faktoru (k), do tolika tfid (n;), na kolika urovnich (skupinach) tento faktor

sledujeme.
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Podstatou ANOVY je, rozklad celkové variability do dvou ¢asti, na variabilitu mezi skupinami

a variabilitu uvnitt skupin.

S=S +S,

S .. celkova variabilita (celkovy soucet Ctvercii) variability celého pokusu.

S; .. variabilita mezi skupinami Cast variability, charakterizuje vliv faktoru.

S, . . variabilita uvnitf skupin Cast variability, charakterizuje puisobeni nahodnych vlivi,

pripadné jinych neuvaZovanych faktori.

P Soucet ¢tverci Stupné Vybérovy
Zdroj variability odchylek volnosti rozptyl
k
S
Mezi skupinami S, = Z n;(x; — x)? k-1 s = - 1 -
i=1
k ™1 k s
Uvnit¥ skupin S, = Z Z(x,-]- x,)" Z n—k | st=g———
; Zi=1 n;—k
i=1j=1 i=1
k 1 k
Celkova S= z Z(x,-j —x) Z n;,—1
i=1j=1 i=1
Kde:  uq,uy, .., Uy nezndmé populacni primeéry,

fl,le"!fk

Fy

vybérovych prameérd,

vybérovy rozptyl mezi skupinami,

vyberovy rozptyl uvnitf tfid (rezidudlni rozptyl),

celkovy rozsah nahodnych vybért,

pocet ndhodnych vybéra,

Fischer-Snedecorovo rozdéleni pro (k —1;n — k) stupia

volnosti.

Na zaklad¢ k-nezavislych ndhodnych vybért testujeme nulovou hypotézu, kterd uvadi, ze

mezi skupinovymi prumery nejsou zadné rozdily. Testovani nulové hypotézy je zalozeno na

zjisStovani rozdild priméru mezi vice nezavislymi vybery pomoci testovaciho kritéria F.

H, H, p-hodnota T(X)
neplati s2
Hi=Hz=-=c| p=P(T=zxp)=1-Fo(xp) | F = 2~ Foe-tn-n (9.10)
0 r
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V pfipadé€, ze na zvolené hladin¢ vyznamnosti @ zamitneme nulovou hypotézu o shodé
priméri, ¢inime zavér, Ze alespoil jeden pramér se vyznamné odliSuje od ostatnich.
To znamend, ze alesponi dva vyberové soubory nepochézeji ze stejného zakladniho souboru
(populace). V takovém piipadé¢ je potieba provést podrobnéjsi vyhodnoceni vysledki a zjistit,
mezi kterymi vybéry je statisticky vyznamny rozdil. K podrobnéjsimu vyhodnoceni vysledki

slouzi metody mnohonasobného porovnavani.

POZOR! Ndazev metody ,,Analyza rozptylu* miize byt zavadeéjici, nebot’ by mohl naznacovat,
Ze se zaméruje na srovnavani rozptylu mezi jednotlivymi vybéry. Hlavnim cilem této metody
je vSak srovnani stiednich hodnot (priimérii). Nazev vychazi ze skutecnosti, Ze testova statistika

vychazi z porovnani rozptylu mezi skupinami a rozptylu uvniti skupin.

METODY MNOHONASOBNYCH POROVNANI (POST HOC ANALYZA)

Tyto metody jsou zaloZeny na testovani vzajemnych rozdilii mezi skupinovymi priméry.
Metody mnohonasobného porovnavani jsou statistické testy, kterymi porovnavame vzajemné

rozdily mezi skupinovymi stfednimi hodnotami a posuzujeme jejich statistickou vyznamnost
téchto rozdilt. Cilem metod je zjistit, mezi kterymi konkrétnimi dvojicemi vybért se primeéry

statisticky vyznamné li$i.

Jejich princip vychazi z testii shody dvou stfednich hodnot.

Hy: py. = pp.
proti oboustranné alternative
Hq: py. # po.
Kde: pq., 4y ,.., U ... neznamé fadkové populacni primery.

Mezi nej€astéji pouzivané metody patii:

Tukeyho metoda (T-metoda)
T-metoda se pouziva v piipadé, kdy pracujeme s vyvadzenym modelem, to znamend, Ze mame
stejny pocet pozorovani v kazdém z vybéra. Je urcena specialné pro parova srovnavani vsech
kombinaci primér.

Tato metoda je konzervativni, tzn. ze vyzaduje vétsi rozdil mezi primery, aby byl oznacen
za statisticky vyznamny. M4é niz8i pravdépodobnost chyby 1. druhu (tzn. zamitnuti nulovou

hypotézu, ackoli je platnd). Tukeyho metody se snazi minimalizovat riziko faleSné
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pozitivniho vysledku, coz ji €ini spolehlivou, ale na druhou stranu mtize ptehlédnout mensi,

ale realné rozdily mezi priméry.

Scheffeho metoda (S-metoda)
Scheffého metoda mnohondsobného porovnavani se také nazyva testem nasobnych kontrastt.
prameért.

S-metoda je velmi prisna a vyzaduje velky rozdil mezi priméry, aby ho oznacila
za statisticky vyznamny. Diky této pfisnosti je i€inna v ochrané proti chybé 1. druhu (falesné¢
pozitivni zaver).

Tukeyho metoda je spolehlivéj$i pro parovd srovnani, kdezto Scheffého metoda je

vewr

Castéji, protoze vétsina analyz se zamétuje praveé na parové srovnani.

Priklad 10.6

Na trhu s vypocetni technikou se Casto spekuluje o vlivu jednotlivych komponent na
celkovou cenu zafizeni. Jako manazer produktu chcete na zakladé¢ dat z 150 nahodné
vybranych notebookt (datova matice ,,Notebook*) ovétit (na 5% hladin€ vyznamnosti), zda
existuje statisticky vyznamny rozdil v primérné cené notebooku v zavislosti na typu
displeje. U parametrickych testii, a to vietne jednofaktorove analyzy rozptylu (ANOVA),
nesmime nikdy zapomenout na oveéreni predpokladii. Zejména je klicové ovéieni normality
dat v kazdé testované skupiné. Bez splnéni tohoto predpokladu by mohly byt vysledky testu
zkreslené a neplatné.

Reseni

Cilem je ovéfit, zda existuje statisticky vyznamny rozdil v primérné hodnoté kvantitativni
proménné (Cena) v zéavislosti na kategoridlni proménné (faktoru — Displeje) s n¢kolika
urovnémi (Matny, Leskly, Antireflexni).

K testovani nulové hypotézy o populacnich pramérech H,: @, = pu, = uz  oproti
oboustranné alternativé H,: neplati H,, pouzijeme vicevybérovy test o hodnoté priméru —

Analyzu rozptylu (ANOVA).

Nejdiive se vSak musime zaméfit na ovéteni predpokladi této metody, a to predev§im na

posouzeni normality a nasledné na ovéieni shody rozptyli.
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Pokracovani prikladu 10.6

Normalitu budeme testovat pomoci Shapiro-Wilkova testu.
Analyze — Descriptive Statistics — Explore — do okna Dependent List:
SPSS  proménna Cena,; do okna Factor List: promé&nné Displej — Plots — Normality

plots with tests — Continue — OK

Tests of Normality
Kolmogorov-Smirnov Shapiro-Wilk
Typ displeje  Statistic df Sig. Statistic df Sig
Cena notebooku (KE) v Matny 073 55 200 963 55 ,087
prodejné )
Leskly 084 76 ,200 873 76 107
Antireflexni A3 18 ,200 954 18 464

Protoze p-hodnoty (signifikance) Shapiro-Wilkova testu jsou ve vsech tfech skupinach
(Matny, Leskly, Antireflexni) vétsi nez 0,05, nulovou hypotézu nemizeme zamitnout,

tzn. ze data v kazdé z téchto skupin pochazeji z normalniho rozlozeni.

Shodu rozptyli H,: o? = 67 = 0% budeme testovat na zakladé Levenova testu
homogenity.

Analyze — Compare Means and Proportions — One-Way ANOVA — do okna
SPSS  Dependent List vlozime proménnou Cena, do okna Factor vlozime proménnou

Displej — Options ozna¢ime Homogeneity of variance test — Continue — OK

Tests of Homogeneity of Variances

Levena

Statistic df df2 Sig,
Cana notebooku (KE) v Based on Mean 1,427 2 147 243
prodejne Razad an Madian 1401 7 147 270

Z Levenova test homogenity vyplynulo, Ze neexistuje statisticky vyznamny rozdil

v rozptylech — rozptyly jsou homogenni. P-hodnota (p = 0,243) je vysS§i nez stanovena

hladinu vyznamnosti 0,05, a proto nezamitame nulovou hypotézu.

Dale pokracujeme interpretaci vystupu analyzy rozptyld.

ANOVA
Cena notebooku (KE) v prodejné
Sum of
Sguares df Mean Sguare F Sig.
Between Groups  316536746,07 2 15826837303 2,014 137
Within Groups 11553834531 147  TB597513,816
Total 11870371277 149

Zavery z analyzy rozptylu (ANOVA) ukazuji, Ze hodnota F-statistiky je 2,014 a p-hodnota
(p = 0,137) je vétsi nez zvolena hladina vyznamnosti &= 0,05. To znamena, Ze neexistuji
statisticky vyznamné rozdily v primérnych cenach notebookt v zavislosti na typu displeje.

Zjisténé rozdily v primérnych cenach jsou s nejvétsi pravdépodobnosti zplisobeny nahodou.
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10.4 Vztah mezi testovanim hypotéz a intervalovymi odhady

parametru

Spolehlivost testu (1 — a), tedy pravdépodobnost, Ze nezamitneme nulovou hypotézu, pokud
je skutecné platna, oznacuje zaroven pravdépodobnost, Ze parametr populace lezi v ptislusném
intervalu spolehlivosti. Z toho plyne, Ze pokud testovana hodnota parametru spada do (1 — a)
intervalu spolehlivosti, nemtizeme pfisluSnou nulovou hypotézu zamitnout na hladiné
vyznamnosti «. Interval spolehlivosti tak 1ze chapat jako mnozinu vSech moznych hodnot
testovanych parametri pro, které na dané hladiné¢ vyznamnosti nemtizeme nulovou hypotézu

zamitnout.

Priklad 10.7
Ptedstavte si, ze firma vyrdbi balicky cukrovinek a tvrdi, Ze primérnd hmotnost balicku
je 100 grami. Na 5 % hladiné vyznamnosti ovétujeme, zda toto tvrzeni plati. K dispozici

mame nahodny vzorek 30 balickt. Primérna hmotnost balicku je 102 grami.
Testujeme hypotézy

Hy: u = py — pramérnd hmotnost balicku je 100 gramil.

Hi:p # o — primérna hmotnost balicku se 1i$i od 100 gram.

Misto pifimého testovani hypotézy muzete vypocitat 95% interval spolehlivosti
pro primérnou hmotnost. Predpokladejme, Ze vypocet intervalu spolehlivosti z ndhodného

vybéru (s vybérovym primérem X = 102 gramil) je v intervalu:
P(98,5g < u<1055g) =0,95.

NaSe testovana hodnota z nulové hypotézy (100 grami) spada do vypocten¢ho intervalu
spolehlivosti (98,5 g az 105,5 g). Hodnota 100 gramu se nachazi uvnitf tohoto intervalu.
Z tohoto ditvodu nulovou hypotézu nezamitnete.

Tento vysledek znamend, Ze na 5% hladin€ vyznamnosti neexistuje dostatek diikazi pro
tvrzeni, Ze by se primérna hmotnost balickt lisila od 100 grami. Jinymi slovy, rozdil mezi
100 g (hypotéza) a 102 g (naS vzorek) neni statisticky vyznamny. Pokud by se interval
spolehlivosti pohyboval naptiklad od 101 g do 106 g, hodnota 100 g by do n&j nespadala

a nulovou hypotézu bychom zamitli.
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Shrnuti kapitoly

Parametrické testy slouzi k ovétovani hypotéz o populacnich parametrech, jako jsou praméry,
rozptyly a podily. Jedna se silné testy.

Pouziti téchto testli je mozné jen po disledném ovéreni jejich predpokladia jesté pred
samotnym testovanim, jelikoz poruseni predpokladii mize vést ke zkreslenym a neplatnym
zaveérim.

Jednovybérové testy slouzi k porovnani jednoho vybéru s hypotetickou hodnotou
populace. Na zdklad¢ jednoho vyberového souboru rozhodujeme, zda neznamy populacni
parametr odpovida urcité predpokladané ¢iselné hodnoté (predpokladu, normé).

Dvouvybérové testy se pouzivaji k porovnani popula¢nich parametri dvou nezavislych
nebo zavislych vybéra.

Nezavislé vybéry — kazdy vybér obsahuje znaky méfené na jinych statistickych jednotkach.

Zavislé vybéry — jeden nahodny vybér obsahuje znaky opakované méfené na stejnych
statistickych jednotkach — dvourozmérné rozdéleni.

Vicevybérové testy slouzi k porovndvani vice nez dvou vybérl najednou, coz je klicové
pro zamezeni zvySovani chyby 1. druhu, ke které by dochéazelo pti opakovanych parovych

srovnanich.
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10 Kontrolni otazky

w»ok »w N

10.

11

14.

15.
16.

Co je hlavnim pfedpokladem pro pouziti parametrickych test?

Jaké kroky je tfeba provést pro ovéieni piedpokladu normality dat?

Kdy se misto parametrickych testll pouzivaji metody neparametrické?

Jaky je el jednovybérovych parametrickych testti?

Jaky test pouzijete pro oveieni hypotézy o popula¢nim rozptylu a jaké rozdéleni se fidi
jeho testova statistika?

Kdy se pouziva jednovybérovy t-test a jak se 1i$i od jednovybérového U-testu?

Co znamena p-hodnota a jakou roli hraje pii rozhodovéani o zamitnuti nulové hypotézy?
Jaky je rozdil mezi testem o popula¢nim podilu pro maly a velky rozsah vybé&rového
souboru?

Co je hlavnim cilem dvouvybérovych parametrickych testt?

Kdy se pouziva Fishertv F-test a v ¢em se 1i$i od Leveneova testu?

. Jaky je rozdil mezi homoskedasticitou a heteroskedasticitou?
12.
13.

Kdy se pro srovnani dvou nezavislych pruméra pouZzije Aspin-Welchiv test a proc?
Vysvétlete rozdil mezi nezavislymi a zdvislymi vybéry a uved’te ptiklad testu pro zavislé
vybéry.

V jakém piipad¢ se pro testovani hypotézy o shod¢ dvou nezavislych primért pouzije
dvouvybérovy t-test?

Jaky je hlavni rozdil mezi vicevybérovymi a jednovybérovymi testy?

K ¢emu slouzi metody mnohonasobného porovnavani?
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10 Priklady k procviceni

Na zéklad¢ datové matice ,, Byty “, kterou naleznete v kurzu v Moodle, odpovézte na nasledujici

otazky.
10.1 Jednovybérové testy

10.1.1 Na zékladé nahodného vybéru z datové matice ,, Byty “ ovéite, zda se praméernd cena za
metr C¢tverecni statisticky vyznamné 1isi od referencni hodnoty 15 000 K¢&. Pouzijte

hladinu vyznamnosti a = 0,05. [t=1,471;p=0,144]

10.1.2 Predpokladate, Ze 65 % byti v populaci ma vytah. Ovéite na 5% hladiné vyznamnosti,
zda podil bytl s vytahem ve vaSem vybérovém souboru statisticky vyznamné odpovida

tomuto piredpokladu. [Z=-0,942; p =0,346]

10.2 Dvouvybérové testy

10.2.1 Testujte na hladin€¢ vyznamnosti a=0,05, zda existuje statisticky vyznamny rozdil
v primérné cené za metr ¢tverecni mezi byty, které jsou po rekonstrukei, a novostavbou.

[F = 8,365;p =0,005;t = —16,947;p < 0,001]

10.2.2 Ovéite, zda se podil bytl s vytahem statisticky vyznamné¢ 1i§i mezi novostavbami a byty
po rekonstrukci. Pro testovani pouzijte hladinu vyznamnosti a=0,05.
[Z = 0,108;p = 0,914]
10.3. Vicevybérové testy

10.3.1 Na 5 % hladiné vyznamnosti ovéifte, zda existuje statisticky vyznamny rozdil
v primérné cené bytu v zavislosti na jeho stavu (novostavba, po rekonstrukci, ptivodni).

[SW; = 0,925;p = 0,005; SWy = 0,972 ;p = 0,142; SW, = 0,897 ;p = 0,002]

10.3.2 Zjistéte, zda ma mésto, ve kterém se byt nachdzi, statisticky vyznamny vliv na
prumérnou cenu za metr ¢tverecni (@=0,05). V ptipadé statisticky vyznamného rozdilu
proved’te post-hoc analyzu.

[SWp = 0,942 ;p = 0,050; SW5 = 0,952;p = 0,024; SW, = 0,981 ;p = 0,541]
[Frevene = 2,938;p = 0,056; F = 6,521 ;p = 0,002; up # ugl
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11 NEPARAMETRICKE TESTY

Neparametrické testy jsou statistické metody, které se pouzivaji v piipadé, ze nejsou splnény
piredpoklady pro pouziti parametrickych testi. Tyto testy vychéazeji z velmi obecnych
pfedpokladii a nezavisi na konkrétnim tvaru rozdeleni zakladniho souboru.

Vyhodou téchto testi je jejich pouzitelnost bez ohledu na typ rozdéleni a také skutecnost,
ze jsou méngé citlivé na extrémni hodnoty.

Nevyhodou neparametrickych testi je jejich mens$i sila (nizSi schopnost rozpoznat
neplatnou nulovou hypotézu). Tento nedostatek je vSak kompenzovan Sir§Simi moznostmi

pouziti neparametrickych testi a vhodnou volbou testu jej 1ze témet eliminovat.

Neparametrické testy se pouzivaji predevsim v téchto pripadech:

* Data nemaji normdlni rozdéleni.

* U malych vybérovych soubort.

» Pfi analyze dat s extrémnimi hodnotami.

Neparametrické testy se tykaji neparametrickych hypotéz, které jsou zaméteny na obecné
vlastnosti populace (napt. tvar rozdéleni nebo zavislost proménnych) bez nutnosti znat
konkrétni parametry rozdéleni. Casto pozaduji pouze to, aby rozdéleni ndhodné veli¢iny bylo

spojité.

Neparametrické testy vychazeji z riznych principt vypocta

Testy shody — testova statistika méii velikost rozdilu mezi pozorovanymi a ocekdvanymi
cetnostmi. Tyto testy jsou zaloZeny na porovnavani pozorovanych cetnosti s o¢ekavanymi
Cetnostmi (Cetnosti, které by nastaly, kdyby platila napt. nulova hypotéza o nezavislosti nebo

rovnomérném rozdéleni). Patii sem chi-kvadrat test dobré shody, ktery se pouziva k ovéteni

hypotézy, zda pozorované rozdéleni cetnosti odpovida urcitému teoretickému rozdéleni. Dale

pak chi-kvadrat test nezavislosti, ktery se pouZiva k ovéfeni toho, zda existuje zavislost mezi

dvéma kategorickymi proménnymi.

Testy odchylek — testova statistika je zaloZena na odchylkach hodnot od urcité pfedem dané

hodnoty. Patii zde naptiklad znaménkovy test, ktery se pouziva pro parova data. Pro kazdé

parové pozorovani se zaznamena, zda je rozdil kladny, zdporny, nebo nulovy. Testova statistika
je zaloZzena na sledovani a posouzeni cetnosti (poctu) kladnych a zapornych odchylek
(znamének) a nezohlednuje velikost rozdilu, pouze jejich smér. Déle pak Dixoniiv_test

extrémnich odchylek, ktery je urceny k identifikaci odlehlych hodnot v malych souborech dat.
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Posuzuje, zda je extrémni hodnota v datovém souboru pouze ndhodna nebo, zda je zatizena
hrubou chybou. Pouziva se tam, kde je potifeba rychle posoudit validitu nékolika malo
opakovanych méfeni.

wewvr

velkou flexibilitu a nevyzaduji zddné ptedpoklady o rozdéleni dat. Jsou =zalozeny
na opakovaném vzorkovani neboli ndhodném pteskupovani naméteného souboru dat. Cilem
je posoudit variabilitu moznych vysledkti pfi opakovaném pieskupovani (permutaci) hodnot.
Principem permutacniho testovani je srovnani pozorované testové statistiky s testovymi
statistikami, které by bylo mozno teoreticky ziskat ze stejného datového souboru, kdyby
pfifazeni jednotlivych pozorovanych hodnot do sledovanych skupin bylo ndhodné. Z takto
vytvofen¢ho empirického rozdéleni testové statistiky se odhaduje p-hodnota. Velmi robustni
testy, nevyzaduji ndhodny vybér. Nemusime znéat zddné ptredpoklady o rozdéleni v populaci.

Testy jsou zalozeny na randomizaci ziskanych hodnot patii zde naptiklad Fishertiiv_exaktni

test.

Poradové testy — jednd se o testy u kterych vypocet nevychazi ze skute¢nych hodnot
nahodné veliiny, ale s pofadovych ¢isel (ordinalni Skaly), které skutecné hodnoty nahrazuji
(nejmensi hodnota mé potradové Cislo 1, nejvétsi pak n). Princip téchto testl tedy spociva
v nahrazeni stavajicich hodnot ndhodné veli¢iny pofadovymi ¢isly. Vyhodou je, Ze prevedeme-
11 hodnoty na potadova ¢isla, odstranime tim vliv odlehlych hodnot.

V dal$im textu se budeme vénovat piehledu nejcastéji pouzivanych neparametrickych testu.

vvvvvv

a nejbéznéjsi metody, aniz bychom uvadéli kompletni vycet viech dostupnych testi.

11.1 Testy shody rozdéleni

Testy shody umoziuji srovnani empirického (vybérového) rozdéleni s jistym rozdélenim
teoretickym. Jejich vyznam spociva zejména v tom, ze umoziuji potvrdit domnénku
o rozdéleni pravdépodobnosti ndhodné veliciny, a tedy pouzit statistické metody, které jsou

timto rozdélenim podminény.

11.1.1 Chi-kvadrat test dobré shody

Chi-kvadrat test dobré shody se pouziva k ovéfeni hypotézy, ze nahodny vybér pochazi

z rozdéleni uréitého typu, jehoZ parametry jsou dany (napf. normalni rozdéleni). Castgji se viak
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pouziva k testovani, zda vybér pochazi z populace, kde jsou Cetnosti jednotlivych variant
rozdeleny podle kvantitativniho ¢i kvalitativniho znaku do k skupin (tfid), a podily téchto
variant v populaci jsou rovny hodnotam libovolného pravdépodobnostniho rozdéleni.
Pro jednotlivé skupiny vypoCteme teoretick¢ (oCekdvan€) Cetnosti n,; odvozené
za predpokladu platnosti nulové hypotézy. Na zaklad¢ distribucni funkce normalniho rozdéleni
a parametrii dan¢ho rozdéleni stanovime pravdépodobnost p;, ze hodnota nadhodné veli¢iny

X padne do j-tého intervalu.

H, H, T(X)
(= mgy)
nj — Noj
X’ = Zn— ~ XaGe—c—1) (1L.1)
F(x) = Fo(x) | F(x) # Fo(x) =1 oj
Ny =N p;j (11.2)
Kde: F(x) ... distribu¢ni funkce,

Fy(x) ... hypoteticka distribucni funkce,

n ... celkovy rozsah souboru,

n; empirické (skute¢né, pozorované) Cetnosti,

nyj ... teoretické (oCekavang) Cetnosti,

D; ... pravdépodobnost, Ze hodnota veli¢iny X bude v j-tém intervalu,

x2 ... kritickd hodnota chi-kvadrat rozdéleni pro (k — ¢ — 1) stupnii volnosti, kde

k je pocet tiid vyb&rového souboru a c je pocet parametri, které nezname,

a které odhadujeme z vybérového souboru.

Kriticky obor je vymezen nerovnosti y? > Xczz(k—c—l)' Z tohoto vztahu vyplyvéa zamitnuti

nulové hypotézy H, (ndhodny vybér je z populace s danym rozdélenim pravdépodobnosti)
ve prospéch alternativni hypotézy Hy, ktera fika, Ze ndhodny vybér neni z populace s danym
rozdélenim pravdépodobnosti.

Chi-kvadrat test dobré shody je vhodny pro diskrétni i spojitd rozdéleni, ovSem
za predpokladu, Ze jsou splnény urcité podminky. Pro jeho pouziti musi byt celkovy rozsah
vybérového souboru vétSi nez 50 jednotek a vSechny teoretické Cetnosti musi byt veétsi
nez 5. Pokud teoretické Cetnosti této podmince nevyhovuji, je mozné dosdhnout jejiho splnéni
slou¢enim nékolika sousednich tfid. Timto krokem ovSem dojde také ke snizeni poctu stupili

volnosti, protoZe pocet tfid po slouceni je niZsi.
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Piiklad 11.1

Velkoobchodni distributor, ktery nakupuje notebooky, si vytvoftil pfedpokladany pomér pro
nakup na zaklad¢ trendi na trhu: 50 % cerné, 30 % stribrné, 10 % zlaté a 10 % bilé.
Pro otestovani, zda jeho nakupni strategie odpovida skutecné poptavce, ma k dispozici data
ze vzorku 150 notebookti (datova matice ,, Notebook"), kde je zastoupeni barev nasledujici:
82 Cernych, 49 stiibrnych, 8 zlatych a 11 bilych. Nasim ukolem je ovéfit, zda je rozdil mezi
skute¢nym a piedpokladanym rozdélenim statisticky vyznamny (a = 0,05).

Reseni

K testovani hypotézy pouzijeme chi-kvadrat test dobré shody. Nez k nému pfistoupime,
musime nejprve ovetit jeho predpoklady. Velikost souboru n =150 piedpoklad spliuje, ale

pro nas test je dulezité, aby v kazdé kategorii (barve) byla teoreticka Cetnost vétsi nez 5.

Vypocet teoretickych ¢etnosti vychazi ze vztahu 11.2.

Barva Cerna (50 %) — 150-0,5=75 —->n-p; = n,;

Barva stfibrna (30 %) — 150- 0,3 = 45

Barva zlat4 (10 %) — 150 - 0,1 = 15

Barva bila (10 %) — 150-0,1 = 15

Vsechny vypocitané teoretické Cetnosti jsou vét§i mez 5. Predpoklad je tedy splnén
a muzeme pokracovat v provedeni chi-kvadrat testu.

Testujeme nulovou hypotézu Hy: F(x) = Fy(x), Ze skuteéné rozlozeni barev odpovida
predpokladanému poméru, proti alternativni hypotéze H,: F(x) # Fy(x), ze skute¢né

rozlozeni barev se od piredpokladaného poméru statisticky vyznamné 1isi.

Analyze — Nonparametric Tests — Legacy Dialogs — Chi-square — do okna Test

SPSS Variable List vlozime proménnou Barva, v okné Expected Values ozna¢ime Values

a vlozime zde oc¢ekavané pravdépodobnosti pro jednotlivé barvy (pozor ve stejném

potadi, jak jsou barvy zakddované) — OK
Test Statistics

Barva notebooku Bamva
. notebooku
Observed N Expected M Residual
S Chi-Square 5,342°
Cerny a2 75,0 7.0
Strikbrmy 49 450 4.0 . :f 8i 14:
Bilj 11 15,0 40 ,S"”;p' |:g'(u prEy—
. a. 0cells (0, ave
Zlaty g 16,0 /7':' expected frequencies
Total 150 less than 5. The

minimum expected cell

V Zadném z policek tabulky neni teoreticka frequency is 15,0,

cetnost neni mensi nez 5 nejmensi je 15.

.
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Pokracovani prikladu 11.1
Na zékladé vystupu chi-kvadrat testu (y?= 5,342) a vypoctené p-hodnoty (p = 0,148), ktera
je vyssi nez stanovena hladina vyznamnosti 0,05, nezamitdme tedy nulovou hypotézu.

To znamena, ze neexistuje statisticky vyznamny rozdil mezi pozorovanym rozlozenim

barev notebookt ve vzorku a idedlnim pomérem, ktery si stanovil distributor.

11.1.2 Kolmogorovuv-Smirnovuyv test

Kolmogorov-Smirnoviv test shody se pouziva k ovéteni hypotézy, ze nahodny vybér pochézi
z rozdéleni se spojitou distribu¢ni funkci F(x), ktera je plné specifikovana, tzn. ze zname jeji
typ 1 pfislusné parametry. Tento test pouziva k testovani hypotézy o tvaru rozdéleni zkoumané
nahodné veli¢iny X piimo jednotlivé namétené hodnoty x4, x,, ..., X, a tim nedochézi ke ztraté
informace, obsazené ve vybéru. V pripadech vybéru malého rozsahu je sila Kolmogorov-

Smirnovova testu vétsi nez sila y? testu dobré shody.

H, H, T(X)

F(x) = Fy(x) | FOO # Fo() | Dy =max{|F(xi) —i_TlHF(xi) —%|}~ Doy (11.3)

Kde: F(x) ... distribucni funkce,
Fy(x) ... hypoteticka distribu¢ni funkce,
n ... celkovy rozsah souboru,
X; ... pozorované hodnoty proi = 1,2, ...,n,
Dy(ay --- tabelovana kriticka hodnota pro Kolmogorov-Smirnoviv test.

Kriticky obor je vymezen nerovnosti D, > Dy (q). Jestlize hodnota testovaciho kritéria
D, ptekroci tabelovanou kritickou hodnotu Dy, 4), zamitdme nulovou hypotézu o shod¢ mezi

empirickym a teoretickym rozdélenim na hladiné vyznamnosti a.
Specialné k ovéfeni normality dat se dale pouZziva Shapirtiv-Wilkiv test, o kterém jsme jiz

hovofili v rdmcei priizkumové analyzy dat.

11.1.3 Shapiro-Wilkiiv test

Shapirtv-Wilkiv test se pouziva pro testovani nulové hypotézy, kterd tvrdi, Ze ndhodny vybér

X = x4, X5, ..., X, pochazi z normalniho rozdéleni s N(u,02). Tento test je zalozen na zjisténi,
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zda se body sestrojen¢ho kvantil-kvantilového grafu (Q-Q plotu) vyznamné 1i8i od regresni
pfimky proloZzené témito body.

Shapirav-Wilkav test byl piivodné navrzen pro malé soubory dat (n < 50), protoze jeho
vypocetni nadro¢nost byla v dobé jeho vzniku (1965) limitujicim faktorem. Nicméné s rozvojem
vypocetni techniky a statistického softwaru se jeho pouziti vyrazné rozsifilo. V dnesni dobé
je Shapirtav-Wilkav test bézné€ pouzivan pro soubory az do cca 2000 pozorovani. Test je

citlivéjsi na odchylky od normality nez Kolmogoroviiv-Smirnovuv test.
Z dtivodu komplexnosti vypoctu testové statistiky je matematické pozadi testu pomérné slozité,
a proto se Shapirav-Wilkiiv test bézn€ nepocita rucné, ale vyuzivd se jeho implementace

v softwarovych nastrojich.

Piiklad 11.2

V ramci studie trhu s notebooky je nasim cilem zjistit, zda hmotnost notebookti pochézi
z normalniho rozd¢leni. Tato informace je klicova pro dalsi analyzu dat, protoZe normalita
je jednim z hlavnich pfedpokladii pro pouZziti mnoha statistickych metod.

ReSeni

K testovani hypotézy pouZzijeme Shapiro-Wilkiiv test, protoZe je pro soubory, jako je ten
nas (s 150 jednotkami), povazovan za jeden z nejsilnéjsich a nejvhodnéjsich testi normality.
Ve vystupu z programu bude také uveden vysledek Kolmogorova-Smirnovova testu, postup
vypoctu je identicky.

Testujeme nulovou hypotézu Hy: F(x) = N(u, 02), Ze hmotnost notebookti pochézi
z normalniho rozdéleni, proti alternativni hypotéze Hy: F(x) # s N(u, 0%)., Ze hmotnost

notebookl nepochézi z normalniho rozdéleni.

Analyze — Descriptive Statistics — Explore — proménnd Hmotnost do okna

SPSS
Variable(s) — Plots ozna¢ime Normality plots with tests — Continue — OK

Tests of Normality
Kolmogorov-Smirnov® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.

Hmotnost (ka) 079 150 022 978 150 017
a. Lilliefors Significance Correction

Z vystupu vyplyva, ze p-hodnota (p =0,017) Shapiro-Wilkova (S-W =0,978) testu
je mensi nez zvolena hladina vyznamnosti (0,05). Proto zamitdme nulovou hypotézu.
To znamen4, ze data o hmotnosti notebookll nepochazeji z normélniho rozdéleni a pro dalsi

analyzu je nutné pouzit neparametrické testy.
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11.2 Poradové testy

Poradové testy se pouzivaji k ovéfeni hypotéz o shodé medianti v populaci, nebo ptesnéji,
ze data z obou vybért pochazeji ze stejné populace. Vyuzivaji se predevsim v ptipadé, kdy data
nespliuji predpoklady parametrickych testii. Tyto testy pracuji s pofadim hodnot neboli
s ordinalnimi Skalami. Ordindlni data mohou byt pfimo vystupem méfeni, nebo mohou byt

na poradi prevedena kvantitativni, spojita data.

11.2.1 Manntv-Whitneyho test

Mann-Whitney U test pro dva nezavislé vybéry je neparametrickou obdobou t-testu pro dva
nezavislé vybery.

Ptedpokladejme, ze dva zdkladni soubory maji spojité rozdé€leni s distribu¢nimi funkcemi
F(x) a F(y). Z téchto soubort byly pofizeny dva nezavislé nahodné vybéry o rozsazich m: x,,
Xoy oeey X ANV, Vo, ..., Yn , kde (m<n). Je tfeba ovéfit hypotézu, ze tyto nezavislé vybéry
maji stejnou polohu rozlozeni zédkladniho souboru proti alternativni hypotéze, ze se oba svoji
polohou vyznamné 1isi.

Oba vybéry (X, Y) spojime do jednoho souboru (sdruzeny vybér) a hodnoty uspofddame
podle ve vzestupném potadi podle velikosti. Jednotlivym hodnotam tohoto souboru ptifadime
pofadova Cisla Ry, , R, (tzn. hodnoty ocislujeme od nejmensi k nejvetsi piirozenymi Cisly,
pfi¢emz stejné velkym hodnotam pfifadime primérné potadi). Nasledné secteme potradova ¢isla

prvniho vybéru Ry, + Ry, +...+R, =T, adruhého vybéru R, + R, +...+R, =T,.

H, H, T(X)
m(m+ 1
U, =mn+ XD g, (11.4)
Fx)=F(Qy) | F(x)#F(Q)
nn+1)
- - N s U =mn+——>—-T, (11.5)
Hx = Hy Hx # Uy 2
U =min(Uy, Uy) ~ Ugmm) (11.6)
Kde: F(x),F(y) ... distribu¢ni funkce nahodnych vybéri X a Y,
Hyr [y ... popula¢ni mediany ndhodnych vybéri X a Y,
Ua(mn) ... kritickd hodnota rozdéleni Manntv-Whitneyho testu.

Pokud U < Uy (m,ny — nulovou hypotézu na hladin€ vyznamnosti a zamitame.
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11.2.2 Dvouvybérovy Wilcoxoniiv test

Dvouvybérovy Wilcoxontv test je také neparametrickou obdobou t-testu pro nezavislé soubory.
Postup pro stanoveni testovaciho kritéria je obdobny jako u Mann-Whitneyho testu,

ale je jednodussi, protoze se jako testova statistika pouziva mensi ze souctl poradi.

H, H, T(X)
fx = [y fx # [y t= min(Tx, Ty) ~ Lammn) (11.7)
Kde: fi, iy ... popula¢ni mediany ndhodnych vybéri X a¥,
T, T, ... soucty potadovych ¢isel pro nahodné vybéry X a 'Y,
Toemn) ---  kritickd hodnota rozd€leni pro dvouvybérovy Wilcoxontv test.

Pokud T < Tg@mn) — mnulovou hypotézu o shod¢ populacnich medianti na hladiné

vyznamnosti & zamitame.

Priklad 11.3

Student si chce koupit novy notebook. Pro kazdodenni noseni do $koly je pro néj klicova
nizkd hmotnost, ale zdroven preferuje prémiovy materidl, jako je hlinik, namisto bézného
notebooky s plastovym ramem. Na hladin€é vyznamnosti 5 % ovéite, zda existuje statisticky
vyznamny rozdil v hmotnosti mezi notebooky, které maji hlinikové ramy, a témi, které maji
plastové ramy.

Reseni

Na zéklad¢ Shapiro-Wilkova testu bylo zjiSténo, ze proménnad hmotnost notebookti nema
normalni rozdéleni, a to jak pro notebooky s hlinikovym, tak i s plastovym rdmem. Z tohoto
diavodu nelze pouzit parametrické testy, kter¢ vyzZaduji normalni rozdé€leni dat.
Pro porovnani primérné hmotnosti dvou nezavislych skupin (notebooky s hlinikovym

a plastovym rdmem) proto pouZijeme Mann-Whitneyho U test.
Testujeme nulovou hypotézu Hy: fi, = fi,, Ze mediany hmotnosti notebookt jsou v obou
skupinach (hlinikovy a plastovy ram) stejné, proti alternativni hypotéze Hi: fi, # [,

7e mediany hmotnosti notebookll se v obou skupinéch statisticky vyznamné lisi.
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Pokracovani piikladu 11.3

Analyze — Nonparametric Tests — Legacy Dialogs — Two-Independent-
Samples — do okna Test Variable List vlozime proménnou Hmotnost, do okna

SPSS  Grouping Variable vlozime proménnou Material — Define Groups — do okna
Group | napiSeme 1 kdéd pro hodnotu plast do okna Group 2 napiSeme 2 kod
pro hodnotu hlinik — Continue — OK

Test Statistics®
[ Pramér pofadi I | Soucet pOFEd\I’_] Hrnotnost (ka)
Mann-Whitney U 2226,000

R“"N \ .| Wilcoxon w 3711,000
MNumericka klavesnice M Mean Rank  Sum of Ranks Z -1,438
1 Hmoinost(kg) ano 68 75,26 5117,50 Asymp. Sig. (2-tailed) 150
ne 2 75,70 6207 50 a. Grouping Variable: Material z
Total 150 jakého je wrobeny ram MB

Z vystupu analyzy je patrné, ze hodnota U statistiky je 2226 a p-hodnota = 0,150. Protoze
je p-hodnota vétsi nez zvolena hladina vyznamnosti (0,05), nezamitame nulovou hypotézu.
To znamend, Ze neexistuje statisticky vyznamny rozdil v medidnech hmotnosti mezi

notebooky, které maji hlinikovy ram, a témi, které maji ram plastovy.

11.2.3 Wilcoxonuv test

Wilcoxoniiv test, neboli Wilcoxonlv test pro parova data, je neparametricky potfadovy test,
ktery se pouzivd k porovnani mediani dvou =zavislych (parovych) souborti dat.
Je to neparametricka alternativa k parovému t-testu a je vhodny v ptipadech, kdy data nespliu;i
pfedpoklad normality nebo se jedna o ordindlni data.

Tento test ovéiuje nulovou hypotézu Hy, ktera piredpoklada, ze populacni median diferenci
d; je roven nule (median rozdili je nulovy), proti alternativni hypotéze H,, ktera tika, ze median
rozdilt je rizny od nuly.

Postup testovani spociva v tom, Ze pro kazdou dvojici n zavislych pozorovani x;, y;,
vypocteme diferencid; (d; = x; — y;)proi = 1,2,... n. Nenulovym diferencim v absolutni
hodnot¢ ptifadime vzestupné potadova Cisla, které nasledné rozdélime do dvou skupin podle
znaménka diferenci d; (shodnym diferencim davame primérné potadi). Nasledné secteme

pofadova ¢isla pro skupinu zapornych diferenci W ~a pro skupinu kladnych diferenci W+.

H, H, T(X)

fdqg =0 g #0 W =min (W-,W*) ~ Wam) (11.8)
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Kde: ji, .. popula¢ni median diferenci,
Wam) .. kritické hodnota rozdéleni Wilcoxoniv parovy test pro n ... pocet

nenulovych diferenci.

Jestlize W < W, (,)) — zamitame nulovou hypotézu na hladin€ vyznamnosti a.

Priklad 11.4

Majitel obchodu s elektronikou chce zjistit, jak se liSi jeho prodejni ceny hlinikovych
notebookil od doporucenych cen vyrobcem. Na hladin€ vyznamnosti 5 % (o= 0,05) zjistéte,
zda existuje statisticky vyznamny rozdil mezi prodejni cenou a doporucenou cenou

u notebook s hlinikovym ramem.

Reseni

Na zakladé Shapiro-Wilkova testu bylo zjisténo, Zze proménné cena a doporucend cena
u notebook s hlinikovym ramem nemaji normalni rozdé€leni. Pro testovani tedy pouzijeme
neparametricky test, ktery je vhodny pro parova data, ktera nespliuji predpoklad normality.
Timto testem je Wilcoxoniv test pro parova data.

Testujeme nulovou hypotézu fi; = 0, zda je median rozdilti nulovy. Neexistuje statisticky
vyznamny rozdil mezi prodejni a doporucenou cenou u notebooki s hlinikovym ramem.

Analyze — Nonparametric Tests — Legacy Dialogs — Two-Related-Samples —
SPSS  do okna Test Pairs: vlozime do Variablel proménnou Cena, do okna Variable2

proménnou Doporucend _cena — OK

PRIPR |
Ranks Test Statistics
M MMean Rank Sum of Ranks Pap.a_l'gcen_a
— cenawyrohcem
Doporucena cena Megative Ranks 167 4797 T&T7,50 - Cena
vjrohcem - Cena - b notebooku (KE)
noteboaku (K& v prodejnd Fositive Ranks 134 78,79 10557,50 } v prodejné
Ties 0°® 5
z -9.184
Total 150
T
a. Doporuéena cena wrobcem < Cena notebooku (KE) v prodejné Asymp.. =l (2 t.a|led) 001
b. Doporuéena cena wyrobcem = Cena notebooku (KE) v prodejné a. Wilcoxon Slgneq Ranks Test
c. Doporuéena cenavjrobcem = Cena notebooku (KE) v prodejné h. Based on negative ranks.

Protoze je p-hodnota (p < 0,001) mensi nez zvolena hladina vyznamnosti 0,05, zamitame
nulovou hypotézu. Existuje statisticky vyznamny rozdil v medidnech cen mezi prodejni
cenou a doporucenou cenou u sledovanych hlinikovych notebookti. Ceny, za které

se hlinikové notebooky prodavaji, se vyznamné li§i od cen doporucenych vyrobcem.
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11.2.4 Kruskal-Wallisuv test

Kruskal-Wallistiv test je neparametrickd obdoba jednofaktorové analyzy rozptylu (ANOVY).
Pouziva se predevsim tehdy, jsou-li vyrazné naruseny zakladni predpoklady pro provedeni
ANOVY (normalita dat a homogenita rozptylu) a také tehdy, maji-li jednotlivé vybéry velmi
malo pozorovani (nebo jsou jejich pocty siln€ nevyvazené) a normalitu neni mozné spolehlivé
stanovit.

Kruskal-Wallistiv test slouzi k ovéteni nulové hypotézy, ze k > 2 nezéavislych ndhodnych
vybérli o rozsazich n = ny, n,, .., n, pochazi zjednoho zakladniho souboru (ze stejné¢ho
rozd€leni). Predpokladdme, Ze tyto ndhodné vybéry byly pofizeny ze zakladnich soubort
se spojitymi distribu¢nimi funkcemi.

Pro testovani Kruskal-Wallisova testu se vSechny vybérové soubory nejprve slouci
do jednoho souboru. Nasledné¢ se kazdé hodnoté prifadi vzestupné potradové Cislo. Pokud
se vyskytnou stejné hodnoty, pfifadi se jim prumérné potadi. Poté se soucty potadovych cisel
seCtou zvlast pro kazdy vybérovy soubor. Tyto soucty se oznacuji jako T;,T,,....Ty, kde

T; je soucet pofadovych hodnot pro i-ty vybér.

H, H, T(X)
Fi(x) = F,(x)=..= F(x) 1 2
1 2 k Neplati KW = 12 {lei_ 3+ 1)~ x2e, (11.9)

fy=fp == [ Ho )T ’

Kde: F,(x), Fy(x),.., Fx(x) ... distribuéni funkce nahodnych vybérui = 1,2,..,k,
fy, [, e, [k ... popula¢ni mediany ndhodnych vybérai = 1,2,..,k,
n ... celkovy rozsah souboru = ¥'¥_, n;
Xaje—1 ... kriticka hodnota chi-kvadrat rozd¢leni pro k-1

nezavislych vybéra.

Jestlize' KW = xZ,_,— zamitime nulovou hypotézu, hodnoty nejméné dvou

pozorovanych vybé&rovych souborl se od sebe vyrazné lisi (nepochézeji ze stejného rozdéleni).

Pro zjisténi podrobnéjSich vysledkli neboli pro mnohondsobné srovnani (tzv. post-hoc
testy) jednotlivych dvojic skupin, miizeme v kombinaci s Kruskal-Wallisovym testem pouZzit

Neményiho metodu a Dunnovu metodu.

Neményiho metoda srovnavani nezavislych vybéra, je konstruovana pro vyvazené modely

(plati n; = ny, == n, = N). Postup pii této metod¢ spociva v porovnavani vSech
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parovych diferenci |Tl- - 7}|s kritickou hodnotou N ny. Jestlize |Tl- — T]| = Ny(k,n), zamita
se hypotéza, ze i-ty a j-ty vyber pochdzeji z téhoz rozdéleni. Kritické hodnoty jsou tabelovany
pro N <25 a k<10, kde k je poCet porovnavanych tfid, N celkovy pocet opakovani v kazdé

tride.

Dunnova metoda se pouziva v pripad€, Ze rozsahy jednotlivych vybérovych soubori

nejsou stejné (nevyvazeny model). Jestlize |Ti - T]| >U 2a \/% (nl + ni), kde:u 24 je
k(k—1) i j k(k-1)

tabelovand kriticka hodnota rozdéleni N (0, 1), zamitame na hladiné vyznamnosti a hypotézu,

ze i-ty a j-ty vybeér pochdzeji z téhoz rozdéleni.

Piiklad 11.5

Ptedstavte si, Ze v rdmci seminarni prace provadime analyzu dat z trhu s notebooky. Mate
za ukol zjistit, zda existuje statisticky vyznamny rozdil v primérné vydrzi baterie
u notebook, které jsou vybaveny riznym typem grafické karty.

Reseni

Proménna baterie nema ani pro jedu kategorii grafické karty normalni rozdéleni, musite pro

pouzit Kruskal-Wallisiiv test, ktery je vhodny pro porovnani tii a vice nezavislych skupin.

Tests of Normality

Kolmogorov-Smirnoy® Shapiro-Wilk
Graficka karta  Statistic df Sig. Statistic df Sig.
| Wydrz baterie (hod)  Integrovan 200 a5 =001 883 5] <001
Dedikovna 158 76 <,001 812 76 =001
Herni 313 19 <001 783 19 =001

a. Lilliefors Significance Correction

Testujeme nulovou hypotézu H: F;(x) = F,(x) = F3(x), ze vSechny nezavislé vybéry
pochazeji z populace ze stejnym rozdéleni, proti alternativni hypotéze H,: Hy, Ze se alespoii
jeden vybér v rozdéleni medidnu statisticky vyznamné li§i od ostatnich vybért.

Analyze — Nonparametric Tests — Independent-Samples — zalozka Fieds
do okna Test Fields vlozime proménnou Baterie, do okna Groups vlozime

SPSS  proménnou Grafika — zilozka Settings oznatime Customize tests
a zaskrtneme Kruskal-Wallis — Run

Pairwise Comparisons of Graficka karta
Independent-Samples Kruskal-Wallis Test St Test
Summary Sample 1-Sample 2 Test Statistic  Std. Error Statistic Sig. Adj. 5ig.*
Total N 180 Dedikovna-Integravan 12,559 7,687 1,634 102 307
|| TestsStatistic 26,2032 Dedikovna-Herni -56,980 11,137 -5116 =,001 .0oo
Degree Of Freedom 2 ' Integrovan-Herni -44 427 11,554 -3,845 =,001 ,000
Asymptotic Sig.(2-sided <001 Each row tests the null hypothesis thatthe Sample 1 and Sample 2 distributions are the
tast ' same.
) Asymplotic significances (2-sided tests) are displayed. The significance level is ,050.
a. The test statistic is adjusted forties. - . . . N
a. Significance values have been adjusted by the Bonferroni correction for multiple

tests
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Pokracovani prikladu 11.5

Z vystupu Kruskl-Wallisova testu vyplyva, ze p-hodnota (p < 0,001) je mensi nez hladina
vyznamnosti (a = 0,05), proto zamitame nulovou hypotézu. To znamend, Ze existuje
statisticky vyznamny rozdil v medidnech vydrze baterie mezi alesponn dvéma skupinami
typa grafickych karet. Pro zjisténi, mezi kterymi konkrétnimi skupinami rozdil existuje,
je nutné provést podrobnéjsi hodnoceni vysledkli pomoci metod parového srovnavani.

V ptipadg, Ze je pocet pozorovani v kazdé skupin€ jiny, hovoiime o nevyvazeném modelu.
Pro spravné porovnani v takovychto situacich je nutné pouzit korigovanou p-hodnotu (Ad;.
Sig.). Tato korekce je nezbytnd proto, ze pfi vicendsobném srovndvani se zvysSuje

pravdépodobnost, Ze ndhodné ziskdme statisticky vyznamny vysledek.

Dedikovana — Integrovana grafika: p = 0,307 je vétsi nez hladina vyznamnosti 0,05.
Nezamitame nulovou hypotézu. To znamend, Ze mezi notebooky s dedikovanou

a integrovanou grafikou neexistuje statisticky vyznamny rozdil v medidnu vydrze baterie.

Dedikovana — Herni grafika: p < 0,0001. Tato hodnota je mensi nez hladina vyznamnosti
0,05. Zamitame nulovou hypotézu. Existuje statisticky vyznamny rozdil v medidnu vydrze

baterie.

Integrovana — Herni grafika: < 0,0001. Tato hodnota je také mens$i nez 0,05. Zamitame

nulovou hypotézu. Existuje statisticky vyznamny rozdil v medianu vydrze baterie.

Na zakladé Kruskal-Wallisova testu a naslednych post-hoc testli jsme zjistili, Ze median
vydrzZe baterie se statisticky vyznamné 1i§1 mezi herni grafickou kartou a ostatnimi dvéma

typy (dedikovanou a integrovanou).
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Shrnuti kapitoly

Neparametrické testy jsou statistické metody, které se pouzivaji v situacich, kdy nejsou splnény
piredpoklady pro pouziti parametrickych testi. Mezi jejich hlavni vyhody patii, ze jsou
pouZitelné bez ohledu na typ rozdéleni a jsou méné¢ citlivé na extrémni hodnoty. Nevyhodou
je jejich mensi sila, tedy niz$i schopnost rozpoznat neplatnou nulovou hypotézu.

Testy shody rozdéleni srovnavaji empirické rozdéleni s urcitym teoretickym rozdélenim.
Vychazeji z porovnavani pozorovanych ¢etnosti s oéekavanymi ¢etnostmi.

» Chi-kvadrat test dobré shody

» Kolmogoroviiv-Smirnoviiv test

* Shapirtv-Wilkiiv test

Testy odchylek slouzi k posouzeni, zda se naméfené¢ hodnoty vyznamné 1isi od urc€ité
pfedem dané hodnoty.

Poradové testy vychazeji z toho, ze plivodni hodnoty dat jsou nahrazeny potfadovymi ¢isly.
Hlavni vyhodou tohoto postupu je, Ze se odstrani vliv odlehlych hodnot.

* Manntv-Whitneyho U test

* Wilcoxoniiv test pro parova data

* Kruskal-Wallistv test

Permutacni testy se pouZzivaji k posouzeni variability moznych vysledkii ndhodnym

pieskupovanim (permutaci) namétenych dat.
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11 Kontrolni otazky

A o

*

Vysvétlete rozdil mezi parametrickymi a neparametrickymi testy.

V jakych situacich je vhodné pouzit neparametrické testy?

Jaké jsou hlavni vyhody neparametrickych testt a jaké jsou jejich nevyhody?

K ¢emu slouzi testy shody rozdeleni?

Co jsou to ocekavané Cetnosti?

Jaké jsou hlavni pfedpoklady chi-kvadrat testu dobré shody rozdéleni?

Jaky neparametricky test slouzi k ovéfeni, zda dva nezavislé vybéry pochazeji ze stejné
populace?

Kdy se pouziva Kruskal-Wallistv test?

V jakych ptipadech je vhodné pouzit Wilcoxonlv test pro parova data a jaka je jeho

parametrickd obdoba?

10. Jaky je princip vypoctu pofadovych testii? Co se stane s ptivodnimi hodnotami dat?

11. Co je p-hodnota (signifikantni hodnota) a jaky je jeji vztah k hladin€ vyznamnosti?
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11 Priklady k procviceni

Na zéklad¢ datové matice ,, Byty “, kterou naleznete v kurzu v Moodle, odpovézte na nasledujici

otazky.

11.1.1 Realitni makléf cheete zjistit, zda je rozlozeni bytt podle dispozice na trhu rovnomérné.
Na zdklad¢ informaci z vybérového souboru ovéite, zda rozlozeni byt podle jejich
dispozice odpovida tomuto piedpokladu. Pro testovani hypotéz pouzijte hladinu
spolehlivosti 95 %.

[x? = 8,320;p = 0,016]

11.1.2 Pomoci vhodného testu ovéite, zda promeénna plocha bytu pochdzi z normalniho

rozdéleni.

[S-W = 0,898;p < 0,001]

11.1.3 Na zdklad¢ informaci z datového souboru o bytech a ovéite, zda existuje statisticky
vyznamny rozdil v ploSe bytu mezi domy, které¢ jsou vybaveny vytahem, a témi, které
ho nemayji. Pro testovani hypotéz pouzijte hladinu vyznamnosti a=0,05.

[M-W = 821,00;p < 0,001]

11.1.4 Na hladin€ vyznamnosti 5 % ovéite, zda existuje statisticky vyznamny rozdil v plose
bytu v zavislosti na jeho stavu (napf. novostavba, po rekonstrukci, ptivodni stav)

[K-W = 129,180;p < 0,001]
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